Université de Versailles Saint-Quentin-en-Yvelines

Ph.D Dissertation

A thesis submitted to the graduate faculty in partial fulfilment of
the requirements for the degree of

DOCTOR OF PHILOSOPHY

Major: Computer Science
by
lvan BEDINI

Thesis Title:

Deriving ontologies automatically from
XML Schemas applied to the B2B domain

PhD Co-Advisors:

Georges GARDARIN  Université de Versailles Thesis Director
Benjamin NGUYEN Université de Versailles Co-advisor
Thierry BOURON France Telecom Co-advisor

Program of Study Committee:
Jérbme EUZENAT INRIA Grenoble Rhéne-Alpes Rapporteur
Chantal REYNAUD Université Paris-Sud Rapporteur
Luigi LANCIERI Université Lille 1 Examiner



January 15th 2010

To all my little big family!



Acknowledgments

There are countless people who have supportedteliteassisted and encouraged me in completing
this PhD, and that | would like to thank. It wouldquire several pages to express my deepest
gratitude to all of them and, needless to say, mypkfulness extends much further than the simple
words that follow.

Firstly | am profoundly grateful to Prof. Georgear@arin for accepting to supervise my work
and for always having the right suggestions dudng discussion we had. | must say that to have
Georges as advisor has been a real pleasure amdtehgnour for me.

| thank Orange Labs as a whole to have given meplpertunity - and have provided the funds -
to carry out this PhD. My thanks are especiallyradsed to: Thierry Bouron who has accepted to
follow me in this experience as scientific directdhierry Lemoisson, my research unit manager,
who has believed in my project; Olivier Bouilladgean-Pierre Daquin and Frédéric Delmond who,
one after the other as research laboratory manabave supported me; Bruno Choquet, Jerbme
Vinesse, Vincent Louis, Franck Panaget and Fayoajdénaa who have accepted my research work
in their respective research programs through dagsy

| would like to thank the University of Versaill€8aint-Quentin, and particularly Benjamin
Nguyen, my co-advisor, who always came up with vgopd ideas and suggestions and who was
very patient with me (particularly with my poor wen English); Karine Zeitouni and Laurent Yeh
for the enriching exchanges we had on occasionsGimahtal Ducoin for her kindness and her
constant, useful administrative assistance.

| would like also to express my gratitude to ChaR@ynaud and Jérébme Euzenat for serving on
my Thesis committee.

A special thank to Fabrice Bourge, my colleague faiethd, who accomplished several tasks; he
helped me a lot at the beginning, in the middléhefwork and during the final achievement.

I have a very special thought also for Luigi Lamciend Alain Léger for their encouraging
guidance, their kindness and their suggestionspirahitted me to rightly begin the work.

| am grateful to the Servery European researcheptdpr the opportunity and the luck | had of
taking part as a member of different working grougspecially | would like to thank Stéphanie
Fodor and Mathieu Boussard for their leadership.

I would like to thank Emmanuel Olivier and Yvan Q@etjn for all the discussions we had and for
their concrete contribution to the implementatitage.

I would like to extend my thoughts to Pierre BregBelin, Tiphaine Marie, Francis Berthomieu,
Fabrice Jeanne, Sebastien Picant, Patrick GrohammaBuel Bertin, Nassim Laga, Jacques
Madelaine for all the enriching discussions we had for having "lent me their ears" at some point
of my work.

| would like to thank Michelle Harel for her lastimate useful help during my final fight with
uncooperative printers.

Last but not least my thanks go to my family of is@, to whom | dedicate this achievement: my
parents who instilled a thirst for excellence in;mMdice who, with love and comprehension, has
always pushed me to pursue a PhD; my son Sashaevko, during a period of difficult health
condition, has shown me the way of acceptance arehiy in such situations; my daughter Lisa,
who was born at the beginning of the PhD, and haays brought a new smile to sleepless nights;
my daughter Zélie who, like the last piece of azbeizis the element without which the picture i$ no
perfect.






Abstract

Computer mediated networks play a central roldheevolution of Enterprise Information Systems.
However the integration of data in networked systaiill remains harder than it really should be. In
our research we claim that Semantic Web technadpgied specifically ontologies, are well suited to
integrate this domain to fulfil current approactasl achieve the needed flexibility. For this we
address the first step toward the business semeaatienunication with a system that overcomes
some of the existing lacks in the state of theaad provides a new approach for the automatic
generation of ontologies from XML sources. We shibes usefulness of our system by applying our
theory to the B2B domain and producing automatjcalhtologies of relevant quality and

expressiveness.

Résumé

La communication entre systemes d'information dégmise joue un réle central dans I'évolution des
processus d'affaire. Pourtant l'intégration desndea reste complexe : elle exige un effort humain
considérable, surtout pour les connexions d'apmics appartenant a différentes entreprises. Dans
notre recherche nous affirmons que les technolajied/eb Sémantique, et plus particulierement les
ontologies, peuvent permettre l'obtention de lailfiéité nécessaire. Pour cela le systéme que nous
avons définit permet de surmonter certains mandaas I'état de I'art actuel et réalise une nouvelle
approche pour la génération automatique d'ontotogigpartir de sources XML. Nous montrons

['utilité du systeme en appliquant notre théoriedamaine du B2B pour produire automatiquement

des ontologies de qualité et d’expressivité appéepr
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Introduction

Interesting applications rarely live alone. Whetlibe sales application must interface with the
inventory application, or the inventory applicatiotust connect to the supplier's application, or the
simple mobile calendar must synchronize with trefggsional calendar, applications require efficient
and effortless integration with others. Passinght scale of enterprises applications the integnati
still remains harder than it really should be. Emtises are typically comprised of hundreds of
applications that are custom built, acquired frdiindt parties or a combination of both. Moreovesit
not uncommon to find an enterprise with several \8feds, many instances of enterprise software, and
countless departmental solutions. The integratibnthese application systems becomes a real
challenge that requires a considerable human efémpecially if we aim at the connection of
applications belonging to two different enterprisekis last use case refers to what is called Egsin
to Business (simply B2B).

In the bookEnterprise Integration PatternsGregor Hohpe [1] clearly formalizes problems we
have with messaging-based application integratita.provides a very complete list of 65 patterns
that aim at defining a common vocabulary used fitdl®nterprise messages integration solutions. To
highlight the main problems we have in applicafimegration, we identify exchange patterns at three
main interoperability levels: the communication hel, the message format, and the message content
level. When analysing these three levels it apptmtsthe communication channel, which assures the
physical connection among applications, has evolveth point to point private networks to the
World Wide Web communication layer. Thus every gmiee now has easy access to the
communication channel, which less and less comssita barrier to the application integration
development. Also the message format layer, whighstitutes the message protocol adopted to
exchange messages, seems to reach some stabiley. ihen an enterprise must handle different
protocols and data formats, existing enterprisensoe systems are often capable of offering rumtim
transformation or to adapt the application dynafhicdhis again does not constitute a main obstacle
What really constitutes the core issue is the nadgn of data at message content level. What
information an application must handle and whahesmeaning of the exchanged information are the
two remaining core problems to be solved.

Throughout our thesis we investigate the adoptibrSemantic Web-related technologies, as

defined by Berners-Leet al.[2] and by Mottaet al.[3], to complement the current B2B approaches
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so as to allow a more dynamic set up and executfoglectronic business exchanges. In fact B2B
represents an interesting use case for Semantic téékimologies. The advent of XML along with
Web Services, and more generically with the Ser@oeented Architecture (SOA), certainly has
contributed greatly to the development of standéaised integration solutions. However the large
adoption of these technologies has also provokadvafragmentation in applications development.
As a result standardisation addresses only partseointegration challenge. The frequent claim that
XML is the lingua franca for system integrationsemewhat misleading; indeed it does not imply
common semantics and its adoption have led to #memtion of countless dialects and languages
which cannot be understood and integrated dirdxglymachines. This problem is reflected in the
many existing B2B standards that we present anlyssa this document.

In this context, we have positioned the core of thesis on standards integration. We state that
using this great number of proposed XML formatthalgh they are somewhat heterogeneous, it is
possible to derive automatically a semantic comrkoowledge representation that: i) improves
performances and capacity of automatic matchingesys and; ii) can be used to generate a reusable
knowledge to generate ontologies dynamically. Aliito it may seem somehow trivial at first, the
issue interferes with several research areas that be partly considered before focusing on the cor
topics. These research areas are:

« Enterprise Application Integration, e-business BAé.
« Ontology Engineering: Ontology Learning, Ontologgteghing, Ontology Alignment,
Ontology Merging and building methodologies.

On the automation aspect we must also considdptiosving areas:

e Information retrieval, in particular Information &action, Text Mining, Concept
Analysis, Clustering
e Semantic Web, Natural Language Processing and kaupel Representation.

< Data Integration including Data Modelization andh&ma Matching.

Motivation and Aim

The thesis applies the Semantic Web techniqueshd@oB2B domain. Thus we first provide an
overview of both domains. The state of the art tiedconsequent B2B-related analysis highlights the
fact that mainly XML Schemas are used and mainthit@urrent research in the field of Semantic
Web related to the more generic e-business donoainsés on product classification, such as works
provided by Corchet al. [4] and by Martin Hepp [5]. Although they providevaluable work that
contributes to the development of the enterprisegiration domain, we show that they focus more on
providing a taxonomy for the e-commerce through asins catalogues of reference rather than
building a reference knowledge for business messdgénition. In this specific area existing B2B
ontologies are still in a proof of concept phasat, & far as we know, no real business transaction
solutions are integrated with the help of ontolagyncepts. In this thesis we first address the

generation of semantics-based tools for the B2BailonThen we provide a system that facilitates the
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human task of producing such knowledge. This cdeddl to the creation of a new generation of

systems that produce semantically well formed lassndocuments. As a consequence automatic
systems aiming at direct data integration at roretcould emerge and be more efficient. The lack of
semantics attached to documents constitutes gtebfirrier to the realization of such systems.

In recent years the Semantic Web community has besnactive and productive in this research
field. One of its main purposes is to provide a niegful representation of data over the web such
that machines are capable of rightly interpretiatad In this research area a great amount of veork i
dedicated to improving ontology engineering. Thsludes techniques to discover correspondences
and to match similar concepts automatically. Witichs tools it is simple to imagine some of the
benefits enterprises could obtain. This led usdimpathese technologies and to try to contributilto
existing gaps. We show that among observed appesath the automatic ontology generation
problem, those adopting a framework integratingirdarmediary semantic model better automate
ontology generation. Furthermore throughout therernalysis, we observed that the extraction of
ontological knowledge from XML sources is viabls, shown for example by the solution proposed
by Giraldo and Reynaud [6]. But few systems prowadwanced software to this purpose; this is an
important lack to overcome.

We believe that focusing over the matching probienprobably the key research challenge to
overcome the ontology generation process automatien shown by the Ontology Alignment
Evaluation Initiative ([7], [8], [9]), there arerahdy a lot of notable ongoing works on this tajiat
seem acquiring interesting results. Matching systean obtain real benefits from the adoption of an
external resource and thus improve results and uérec time performances (Aleksovski al.
[10], [11], Giunchigliaet al. [12]). However, as asserted by Euzenat and Shaigp few solutions
still use this kind of knowledge. Yet we noticeattlsolutions adopting an external resource impjicit
assume it exists in compatible format and semanBcs such external resource either is an upper
ontology that often is inadequate for the appl@atiiomain or is a domain specific formal ontology
that is difficult to find, if it exists at all.

These observations motivated us to focus on theldpment of a specific semantic model capable
of retaining relevant information that covers thatohing need. This model is an essential prerdquisi
for matching and merging systems.

More precisely, the overall goal of our thesis bagn to determine a solution facilitating the
generation of domain-specific formal knowledge tbah be used by matching systems. It is centred
on an efficient algorithm that quickly discoversrrespondences among entities and resolves
alignment conflicts. Thus our system is capablegeherating dynamic ontologies. This goal is
reached by achieving the following objectives:

» extract conceptual knowledge from a large sourepusocomposed by XML Schemas;

*  build a formal meta-model capable of managing ttieaeted information and of producing a

common view of input sources;

* manage incremental addition of sources;

e generate an expressive ontology in standard larey(@4@/L);
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« implement fast, scalable and reliable algorithms.

To meet these objectives we have collected more 3680 representative XML Schemas defining
B2B messages. We have developed a generic sysggris thble to extract information from all these
files. The extracted knowledge is formalized ireenantic model that we have used to provide specific
information to matching systems. The outcome igystesn capable of generating automatically a

general semantic model that can be used to praalficgt ontology skeleton in OWL format.

Main contributions

This thesis proposes mainly a semantic data maedelrftology support, a methodology for extracting
knowledge from XML schemas, and a system integgathe algorithms and the methodology to
automatically generate ontologies. In particular slew how the conceptualised knowledge is
completely obtained by an automate, and how itsisduto improve the matching operation and to
dynamically generate an ontology. The salient tesaflour work are:
¢ Validation of semantics and structures of incom¥dL sources;
« Definition of an automatic ontology generation gss;
« Definition of a specific intermediary Semantic DMadel;
< Information extraction from a large set of XML Satas;
e Conceptualization of XML Schemas using our semataia model;
e Generation of the Similarity Network as referencewledge for matching/merging
concepts;
»  Dynamic generation of OWL ontology using instaneésur model;
*  Useful graphical interface and meaningful graphiegkesentations of concepts and
relationships.

Overall the main contributions of our research djewe provide an advanced information
extraction software for XML Schema sources; ii) weprove performances of existing matching
systems; iii) we increase the capacity of systemsittomatically generate well defined semantic
knowledge, thus lowering the human "bottleneck"e Tollowing paragraphs give some insight into
these contributions.

We provide a new approach to the automation oflogjogeneration. This approach is based on
an ontology generation life-cycle process that aimglelineate the main phases that bring to the
generation of an ontology automatically. The lifele considers the possibility to add incrementally
new sources that is fundamental to provide thessag suppleness to an automatic approach.

We define a specific intermediary Semantic Data 8ofbr Ontologies (SDMO) aiming at
representing valid background knowledge for theommattic construction of ontologies and for
semantic matching systems. We show that matchinijipieusources is a different operation from
operating over only two sources at once which & ukual approach. To address this issue we use

instances of our model to maintain a "network ahikrities" among concepts that is capable of
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providing the most appropriate one(s) in a genedntext. Consequently the automatic ontology
generation is a mapping of SDMO models to OWL.

An "XML miner" component has been developed to eapts many concepts and relationships as
possible from XML Schema sources. Not only this ispecific component dedicated to our system,
but it can also constitute a living stand alone aledor other systems. In our specific implemewotati
it aims at building instances of the model [14]. Br®w by practical experiences that our engine is
well suited with respect to other existing solusoand is capable of getting relevant conceptual
knowledge. Hence we have collected several XML 8asefrom the B2B domain and obtained a
corpus composed of more than 3000 files coming fR&&rfamilies (each family corresponding to a
separate B2B standard body). We used this corpagheliminary phase to study general practices on
XML Schema definitions and to validate the startpajnt of our approach. It turns out that XML
Schemas sources provide a rich set of semantideratiat can actually be used as input to buiéd th
ontology. We show that we are capable of providirfigst level basic taxonomy (a sort of controlled
vocabulary) from XML schemas [15].

We provide a first prototype that implements theagest part of our theory. It brings together: the
XML miner engine; the semantic data model; a pracedhat queries the model to merge extracted
concepts [16]; a graphical interface that permitssaful visualization of results; and the process t
derive automatically an ontology ([17], [18]). Atthgh the implementation remains a prototype, it has
been sufficient to produce several tests demoirsgréhe soundness and power of our approach. As
we will show, the system is able to produce andnta&i instances of the model in an acceptable
computation time. It is scalable enough to targarger corpus than what we have been able toatolle
Concerning quality results of our system, we haeenbable to define a small corpus of XML
Schemas on which we measure expected precisiomemadl. It turns out that our approach is also
viable in this aspect.

Finally, although it was initially targeted for tH82B domain, we have developed a generic
component that can extract information from any XBthema, regardless of its application domain.
The only specific elements are the dictionary dirabiations and a list of stop words. These pieces
are external to the module and can be changed eAsibther aspect is the integration of an advanced
graphical view of the generated set of concepts ratationships. This is not a completely new
element, nevertheless it remains a real plus theitithtes the understanding of the semantic data

model instances.

Thesis Outline

This document is divided in five chapters: Thetfore presents all background information regarding
the Semantic Web, introduces the State of the @mterning ontology construction and illustrates the
main problems we address. The second chapter asalye B2B architecture, its limitations and the
aim of our research. The third chapter describesstmantic data model we have conceived to reach

our goal. The fourth Chapter details the informatextraction process from XML Schemas and
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proposes its conceptualization. The last part deserour implementations and the main results from
our experiments. With more details, this thesi@rgganized as follows:

e Chapter 1 provides an overview of the background informatiamout ontologies and
presents the main problem addressed by our thtbsisautomatic generation of ontologies.
Precisely :

0 Section 1.1 provides a short overview of the Semaleb, its technologies, details
the definition of ontology and depicts the Web Quag Language (OWL).

0 Section 1.2 introduces the State of the Art coriogrithe automatic ontology
generation and compares the proposals. Moreovgregents our approach to the
automatic ontology generation problem as a mutpgtrocess to follow to gather
the final ontology according to a well-defined lifgcle.

0 Section 1.3 focuses over the matching problem hedssociated algorithms.

0 Section 1.4 concludes this Chapter providing thénnddrections followed in our
Thesis.

e Chapter 2 does a little step behind to present the B2B dontintroduces the B2B domain,
mainly focusing on its weaknesses and problemdetails:

0 Section 0 presents the B2B domain, the components tgpical architecture, an
analysis of the most common approaches. Thentribddoces the B2B standards
which constitute the corpus from which we extragnhantics to produce ontological
knowledge.

0 Section 2.2 undertakes the question of why to m¢elagies in the domain and tries
to provide elements for the answer. Moreover, wiirmithe requirements of B2B
ontologies.

0 Section 2.3 surveys existing B2B ontologies.

0 Section 2.4 concludes this Chapter and leavesahd to our system.

e« Chapter 3 presents SDMO, our semantic model defined to raminthe collected
information from the extraction phase.

0 Section 3.1 defines in detail our model with infafrand formal descriptions.

0 Section 3.2 traces our direction to provide an logly starting from the defined
model. For this we specify the mapping from SDMDMYL.

0 Section 3.3 depicts related works, different modads already have been defined in
the domain of ontology construction. We also previde evaluation and benefits of
our approach.

0 Section 3.4 concludes this Chapter and highligitsmain advantages of our model.

e Chapter 4 aims at producing conceptual knowledge from nomceptual one. We present
our analysis over the given XML corpus and validate starting hypothesis that XML
Schemas well fit the minimal exigency to have gaplity input source. Furthermore we

provide all details about the conceptualizationrapen and a theoretical evaluation of our
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system with respect to others, showing that ourtesysperforms well the information

extraction.

(0]

(0]

Section 4.1 introduces the XML Schema standardréwige a basic knowledge to
the reader. It has not the ambition to explainvim®le XML model but to inform
the reader on the basics. For this the W3C provalesore complete and rich
collection of documents.

Section 4.2 goes further into XML B2B standards amdvides some interesting
figures about usage and practices of XML Schemakisndomain, on semantics as
well as XML structures.

Section 4.3 already tries to produce a first B2Botemy starting from simple
semantics extracted. We show how a B2B vocabulaiges naturally by the
integration of the different standards; howeverjsitnot enough to produce an
ontology.

Section 4.4 provides a conceptualization of XML &ola sources using our model.
Moreover, it suggests a basic theoretical evalnatioour approach with respect to
others.

Section 4.5 gives some starting elements for ttauation of an input source to
decide using it or discarding it. This is becaussuding bad information decreases
the quality of the final result.

Section 4.6 is a conclusion.

» Chapter 5 presents Janus, our implementation

o

Section 5.1 presents Janus, the final tool perfogrknowledge extraction, ontology
generation and visualization. It implements our elahd follows the proposed life-
cycle process. Moreover, the chapter depicts sanei§sues we have to resolve
before implementing and the choices we made.

Section 5.2 goes beyond into some implementatidaildeand provides the main
algorithms for the construction of the "Similarityetwork”. Moreover, it details the
frequency measure used.

Section 5.3 illustrates some integration problent @etails the adopted solution. It
also describes the integration algorithm that uS&MO to unveil concepts
similarities.

Section 5.4 shows a part of the tests we have peed and discusses the main
results.

Section 5.5 concludes this chapter and provideowarall analysis of obtained

results.

* Finally we summarize the thesis, discuss its cbations and provide a discussion of the

approach and future directions for this work.

» Appendix A details the mapping we propose to OWL startingfil@dMO.
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Chapter 1.

Automatic Ontology Generation Problem

The current trend of application management istedlao dynamic changes, system flexibility, and
execution time performances, which implies thabasiderable quantity of parameters change more
and more quickly. As a consequence, current adokiesviedge representation, like UML [19] or
XML Schemas [20], and human-based approaches twlkdge engineering show natural limits and
need more advanced solutions. So if the first &tép adopt a more expressive language, like that o
offered by ontologies that might improve the maehimterpretation capacity, the second is to provide
also more automate systems to leverage the hunuatheteck”.

Throughout this Chapter we analyse existing systesfaged to ontology generation automation.
We have investigated most of existing solutionsiagnthe automatic ontology generation and the
overall approach we have followed during this oi@mvis try to answer to the following questions:

e Is there already an existing system that can autoafly construct ontologies from large amount

of data sources?

e If an existing system does not exist, how can wepeats of existing systems in order to propose

a system that achieves this goal?
« Are there any extra parts that need to be deveped

To conduct this analysis we split existing systdoi®wing their overall approach that we have
categorized in four main types: direct transforomti external resource integration, intermediary
model integration and framework approach. The ataln of the systems is based on a process for
automatic ontology construction that we propose.that we use the described steps of the process as
discriminating element. Throughout the overview stew that few systems really focus the global
problem of the automatic ontology generation. Ele=s propose information extraction from semi-
structured knowledge like XML that, as we will s@eChapter 2, is our first requirement. Another
rising problem is the fact that ontology generai®almost limited to one or two input sources ate
Nevertheless all these experiences constitute yaimtgresting and helpful information that will pel

us to understand current problems and best appzedolffollow.
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Before starting with the presentation of existiggtems for the automatic generation of ontology,
we precede this Chapter with a short overview ef$iemantic Web and its main relevant technology
with respect to our research. And we finish witfioaus over the matching problem. In detail this
Chapter is outlined as follows: in Section 1.1 wevide a presentation of Description Logic and
ontologies which are the "common thread" of our kwdfor this, after some basic definitions, we
briefly introduce RDF/S and OWL W3C standards tkaém reaching wide usage and success as
ontology formalisation format. Next, in Section W2 provide our overall approach to the automation
of the ontology generation, the state of the artwfent automation systems and the analysis of the
visited solutions. After, in Section 1.3, we foaus the matching process, which is one of the most
relevant parts that we retain important to furttmprove. Finally we summarize this Chapter in the

conclusion section.

1.1 Ontology Representation

1.1.1Semantic Web

The Semantic Web [2] is an extension of the curk&eb in which information is given with well-
defined meaning, better enabling computers and Ipeopwork in cooperation. This is realized by
marking up Web contents with properties, and rete] in a reasonably expressive markup language
with a well-defined semantics.

In such a context, some languages also known asr8EnWeb languages are used to represent
information about resources on the Web. This infdfom is not limited to Web resource description,
but can be about anything that can be identifiedifddm Resource ldentifiers (URIS) are used to
uniquely identify entities. For example, it is pitds to assign a URI to a person, to the compamy sh
works for, to the car she owns. Therefore relatioetsveen these entities can be written and shared o
the Semantic Web in unambiguous way. A stack ofgdages has been published as W3C
recommendations to be used on the Semantic Welsuenarize these languages and their goals in

the following paragraphs.

1.1.2Definition of Ontology
There have been many attempts to define what ¢otestian ontology [21], [22], [23], [24], [25], [R6
but perhaps the best known (in computer scienadjeasto Gruber [27] [28]:

An ontology is an explicit specification of a conceptualization.

In this context, a&onceptualizationmeans an abstract model of some aspect of thel waking
the form of a definition of the properties of import concepts and relationships. Amplicit
specification means that the model should be specified in somambiguous language, making it

amenable to processing by machines as well as imahs.
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From this broad definition, Borst [29] and Fens80][ emphasize the fact that there must be
agreementon the conceptualization that is specified. Ttasoa for including this is that the ability to
reuse an ontology will be almost null when the egnaalization it specifies is not generally accdpte
this requires adding that the conceptualizatiorukhbe shared. Furthermore, Guarino [31] suggests
the opportunity to develop different kinds of owtgy according to their level of generality, as show
in Figure 1.1 (see [32] for a more detailed dismrgs

Top-level (upper) ontology

N

Domain ontology Task ontology

~_ 7

Application ontology

Figure 1.1 — Kinds of ontologies, according to tHevel of dependence on a particular task or point

of view (thick arrows represent specialization tedaships).

Figure 1.1 distinguishes three levels of ontologie$ollows :

» Top-level ontologies describe very general concepts like space, tinatem object, event,
action, etc., which are independent of a particyglesblem or domain; it seems therefore
reasonable, at least in theory, to have unifiedléopl ontologies for large communities of
users.

» Domain ontologiesandtask ontologiesdescribe, respectively, the vocabulary relatec to
generic domain (like medicine, or automobiles) @eaeric task or activity (like diagnosing or
selling), by specializing the terms introducedtia top-level ontology.

« Application ontologies describe concepts depending both on a particidanath and task,
which are often specializations of both the relaiatblogies. These concepts often correspond
to roles played by domain entities while performangertain activity, like replaceable unit or

spare component.

Thus, Ontologies glue together three important irequents to consider when developing a
conceptual model: (i) they aim at consensual kndgde their development require a cooperative
process, and they should deal with pragmatics rnsage.g., limiting complexity and dimension).
(i) They formalize semantics for information, cegsiently allowing information processing by a
computer. (iii) And finally, formal ontologies imipltly use real-world semantics, which makes it

possible to link machine processable content wiglammng for humans.
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There are several languages on which ontology eaexpressed, but most of them share many
structural similarities and kinds of entities. Bsldhese common components are introduced with
simple examples in turn:

» Classesor conceptsare the top entities, corresponding to types af world objects (e.g.

Personor Motorbike

* Individuals which are instances of classes, also called abjece the basic or "ground level"

objects (likeMotoGuzziVis an instance of the clastotorbike.

« Relationsare ways in which classes and individuals caretasead to one another, like Maigk

child ofHelen.

- Datatypesspecify the kind of values on which an objectipressed; they can be simple value

(like string or integel) or composed ones (as an address).

* Attributes which are aspects, features or parameters thattshjand classes) can have.

* Restrictions formally stated descriptions of what must be fruerder for some assertion to be

accepted as input (e 8ll Persons having at least 2 children)

« Axioms which are assertions in a logical form that togettomprise the overall theory that the

ontology describes in its domain of application.

(e.q.Offer = VpriceOffer.Price 11 VinterfacedBy.Service)

Formally an ontology is at least a tuple=(¢, ®, I, D, € ) such that:

e (isthe set of classes or concepts;
* QRis a set of relations;
e Iisthe set of classes' instances (also calledithghls);

* @isthe set of Data Types;
e Cis abinary relation over entities belongingita and®, calledspecialisation

This definition does not include restrictions arxloans, except for generalization. It can be
extended with other specific relationships and withstraints between classes and between instances,
depending on the expressivity of the formalizatenmguage.

Now, if it is humanly relatively simple to represesnd understand an ontology, to provide a
machine processable language capable of underedsonming features over such a knowledge
representation remains difficult. For this reaseeveral ontology definition languages exist, but we
have focused our attention over ontology formaiiratbased on Description Logics and their
formalization following the W3C standards. Thesgids were created from the attempts to formalize
semantic networks and frame based systems. Theydpr@owerful formal description of concepts
and roles (relations). Semantically they are founde predicate logic, but their expression power is
limited to be enough for practical modelling purgesnd to have good computational properties such
as decidability. This framework thus offers theibdlsat enables certain kinds of automated reagonin
with formal ontologies. This is one of the best abages offered by Description Logic based

ontologies in respect with others knowledge repredmns.

25



VAN BEDINI — PHD DISSERTATION

1.1.3Description Logic

It is acknowledged that Description Logics haveuiganfluenced the development of Semantic Web
languages. For example, RDF-S can even be desabadrelatively inexpressive Description Logic
while OWL (both RDF-S and OWL are presented belnin fact an alternative syntax for a very
expressive Description Logic.
Description Logics (henceforth DL) [33] are a fayndf knowledge representation languages which
can be used to represent the concept definitiors structured and formally well-understood way.
Knowledge representation systems based on DLsramndusing the so-calleBBox (terminological
box) and theABox (assertional box). The TBox describes terminoldgy, the ontology in the form
of concepts and roles definitions (i.e., relatibréween concepts), while the ABox contains assestio
about individuals using the terms from the ontolo@pncepts describe sets of individuals, roles
describe relations between individuals. For exainfile statementEvery employee is a person
belongs in the TBox, whileBob is an employ&delongs in the ABox.

There are many varieties of Description Logics dnere is an informal naming convention,

roughly describing the operators allowed. In Tableare listed some labels for a logic expressivity

Functional properties

Full existential qualification

Concept union

Complex concept negation (allows negation of concep ts that are not atomic)

An abbreviation for AcLc with transitive roles. Where AL Attributive language

Role hierarchy (subproperties)

Limited complex role inclusion axioms; reflexivity and irreflexivity; role
disjointness

Nominals. (Enumerated classes of object value restr ictions)

Inverse properties

Cardinality restrictions

Ole|l~|o|la|g|e|ole|n|s

Qualified cardinality restrictions

((D) Use of datatype properties, data values or data typ es

Table 1.1 — DL operators and haming conventions

Before introducing DLs constructors, we recall som&n notational conventions as adopted in
[33]. The lettersA, Bwill often be used for atomic concepts, addD for concept descriptions. For
roles the letter®, Sare used, and for functional roles (featuresibattes) the letter§ g. Nonnegative
integers (in number restrictions) are often dendgd, m and individuals by, b. These conventions
are followed when defining syntax and semanticsiarabstract examples. In concrete examples, the
following conventions are preferred: concept narst&mt with an uppercase letter followed by
lowercase letters (e.g., Human, Male), role narmaéso (functional ones) start with a lowercase letter

(e.g.,hasChild marriedT9, and individual names are all uppercase (e.gARLES, MARY).
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In Table 1.2, the two first columns illustrate thés constructors as well as their syntaxes. The
third column illustrates their semantics. The vasialescription logics differ from one to another
based on the set of constructors they allow, asshio the fourth column.

Elementary descriptions asomic conceptandatomic roles(also calledconcept nameandrole
name}. Let N; be the set of concept names angthe set of roles. These are defined only by the
word that is their concept name. Andg, i the set of atomic concepts (thug N N¢). Complex

descriptions can be built from them inductivelywibncept constructorandrole constructors

Nane Syntax | Senantics Synbol
Atomic concept A A'C A AL
Top (universal concept) T A AL
Bottom (bottom concept) n O AL
Intersection cnb |CnD AL
Union cub |cCcOD v
Negation -C A'nC c
Value restriction VR.C |{aOA'|Vb.(a bR - bOC} AL
Existential quant. iR.C {adA' | 3b.(a, b)dR A bOC} £

SR | @ oA | |{pb0A | (@ bR} = n}
Unqualified number restriction ZnR {adA | |[{pOA" |(a b)IR} <n} N
=nR fanA'||{bOA"| (8, DR} =n}

>RC | a0a ||{b0A (@ bR AbOC Y =n}
Qualified number restriction <nR.C |{a0A'|[{bOA |@ bIR AbBOC}H <n} | Q
=nR.C |[{aOA'||{bOA"|(@ b)dR AbOC} =n}

RES |[{aDA'[{Vb.(a b)IR — (a b)JS}

Role-value map
R=S {adA"[{Vb. (a, b)JR — (a, b)0 S}

W=z [ {a0A'|3b0A . w' (@) =b=4d (a)}

Agreement and disagreement
g 9 wrn, | {20A | 3byb € A1 (@) =hb ' (@)}

Nominal I I'S A'with | I'|=1 o

Table 1.2 — Some Description Logic concept constrac

The semantics of a concept description (third colush Table 1.2) is defined in terms of an

interpretation | = (A, A), which consists of a nonempty gEt the domain of the interpretation, and
an interpretation function, which associates toheemncept name & N¢ a subsed' € A' and to
each role name R Ng a binary relation RE A' x A'. Additionally, the extension ob' to arbitrary

concept descriptions is defined inductively as shawthe third column of Table 1.2.
For example given a set of delivered invoices,rderpretation of such set could be the subset of

invoices paid by Acme Inc.
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More in detail we definégerminological axiomsas the first component of a DL based knowledge

base K, which in the most general case have the @E D (resp. RE S) calledinclusions or C= D

(resp. R= S) calledequalities
In DL an equality whose left-hand side is an atoodocept is aefinition Definitions are used to

introduce symbolic namesfor complex descriptions. For instance, let uspdymassume that a

Supplier is itself a company having another company asocwst; in this caseéSupplier and
Customer are the symbolic names for the following axioms:
Supplier = Company n hasCustomer.Company

Customer = Company n hasSupplier.Company
A symbolic name can also be used as abbreviatiothier descriptions, such as:

BusinessPartner = Customer U Supplier

So, if no symbolic name is defined more than omcerminologyT (also TBox) is the finite set of
such definitions. That means that for each atoroiwcept A there is at most one axiomTirwhose
left-hand side is A. Normally a concept appearintydn the right-hand side of a sEtis also referred

as aprimitive concept.

1.1.4Inferences with Ontologies

A knowledge representation based on DLs is ablgetform specific kind of reasoning. This means

that given a knowledge base, denoted as akpai(T , A), where as already mentioned aboveare

TBox while A, the second component is the so callexild descriptionor ABox. Finally K contains

implicit knowledge that can be made explicit thrbugferences.

Standard inferences can be done with ontology semtations based on DLs. Based on DL

semantics and the terminological knowledgef a knowledge badsé, basic DL inferences oh are

the following: satisfiability, subsumption, equieate and disjointness [33] dn

Definition (Satisfiability, Subsumption, Equivalence and Digjointness)

» Satisfiability. A conceptC is satisfiable with respect ©if there exists an interpretatiotof
T such that’” is nonempty. In this case we say also thatan interpretation of.
e Subsumption A conceptC is subsumed by a conceptwith respect tol iff ¢/ € DV for

every interpretatior of T. In this case we writd = C & D (we also say thaf specializesD).
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e Equivalence Two conceptsC and D are equivalent with respect iff ¢’ = D' for every
interpretation/of T. In this case we writd = C = D.
» Disjointness Two conceptC and D are disjoint with respect tbiff &' n D' = & for every

interpretation/of T.

Such basic inferences are required not only to faminand to guarantee consistency of DL
knowledge bases but also to classify them. Foants, the TBox classification aims at placing a new
concept in the suitable place in a taxonomic h@mnaraccording to the partial order induced by

subsumption relationships among the other definedepts.

1.1.5RDF and RDF-S

The W3C recommendation Resource Description Frame(RDF) [34] is a first level of knowledge
representation formalism. Basically speaking, tiiz-Rlata model is based upon the idea of making
statements about resources, in particular, Weburess, in the form of subject-predicate-object
expressions. These expressions are known as tiiple®DF terminology. Triples are statements that
contain a subject, a predicate, and an object. BadFbe viewed as an application neutral data model.
RDF representations are depicted as directed &bghaph, as illustrated in Figure 1.2.

The subject of an RDF statement is either a Unif®@source Identifier (URI) or a blank node,
both of which denote resource. Resources indicayeblank nodes are called anonymous resources.
They are not directly identifiable from the RDFtetaent. The predicate is a URI which also indicates
a resource, representing a relationship. The oigectURI, blank node or a Unicode string literal.

In a triple a resource, theibject, is linked to another resource, thigject, through an arc labelled
with a property. The triple is also calledstatement Notice that the object can be a value or a
resource, which can have in turn properties/atteibu

e Statement = <object, subject, predicate>
e Statement: <The supplier, of http://www.LDLC.conmfmrs/#EPCCode, is HP>
That read in a more human form becont#8:is the supplier of the printer #EPCCode

http://purl.org/dc/supplier

http://www.LDLC.com/printers/#EPC

http://www.HP.com

Figure 1.2 — Example RDF statement graphical repngation

That in XML formalization becomes:

1: <?xml version="1.0"?>

2: <rdf:RDF

3: xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-synt ax-ns#"

4: xmins:si="http://www.LDLC.com/siteinfo#">

5: <rdf:Description rdf:about=" http://www.LDLC.c om/printers/#EPC">

6: <si:supplier>http://www.HP.com</si:supplier>
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7: </rdf:Description>
9: </rdf:RDF>

Listing 1.1 — RDF /XML document example

RDF Schema (RDF-S) [35] is a collection of RDF reses that can be used to describe properties
of other RDF resources. Unlike its name suggesBi-B is not a schema that imposes specific
constraints on the structure of a document, bueatsit provides information about the interpretati
of the statements given in an RDF data model. i rdgard, RDF-S has similarities to frame based
languages. Finally, following their original scog@DF and RDFS are languages for describing the

organization of resources on the Web.

1.1.60WL - the Web Ontology Language

The Web Ontology Language (OWL) [36], [37] is orfetlie most expressive standardized Semantic
Web languages. It is layered on top of RDF and FDBWL is a family of knowledge representation
languages based on DLs. OWL languages are welldiedynuseful and efficient enough for being the
basis of knowledge representation for the Semafieb, and thus for representing ontologies. OWL
can be used to define classes (unary relationspespkrties (binary relations) as in RDF-S but also
provides constructs to create new class descriptsnlogical combinations (intersections, unioms, o
complements) of other classes, define cardinadisjrictions on properties and so on. OWL has three
different levels of expressiveness: OWL-Lite, OWL-Bnd OWL-Full. Each of these sublanguages is
a syntactic extension of its simpler predecesstWLite and OWL-DL differ from OWL-Full in
such a way that they define certain constraintsRiYF and RDF-S to be compatible with the
traditional semantics of Description Logics. Readon this differentiation is to look for in the

decidability and computational complexity of thedenlying DL w.r.t. reasoning techniques.

Construct or DL Synt ax Exanpl e

intersectionOf Cin..nCz BusinessPartner n Customer
unionOf Ciu...ucCe Customer U Supplier
complementOf -C —“Customer

one of {xaju...u{xz} | {Orange} u {Telefonica}
allValuesFrom vP.C VYhasCustomer.Manufacturer
someValuesFrom iP.C FhasSupplier.Commerce
maxCardinality nP Zz1hasCustomer
minCardinality snP s2hasSupplier

Table 1.3 — Some OWL Class constructors and reldiv syntax

X With respect to Description Logic in OWL jargonctass is referred to as &onceptin
Description Logic, while @ropertyis arole in Description Logic. Some of the constructorspsned

by OWL, along with the equivalent Description Logintax, are summarised in Table 1.3.
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An OWL ontology consists of a set of axioms basedanstructors. Table 1.4 summarises axioms
(DL descriptions) supported by OWL. These axiomsken# possible to assert subsumptions or
equivalence with respect to classes or propetties disjointness of classes, and the equivalence or

non-equivalence of individuals (resources).

Axi om DL Synt ax Exanpl e

subClassOf (concept inclusion) ccD Supplier £ BusinessPartner n Customer
ggﬂigglgﬂz(él)ass (concept C=D Man = Human n Male

disjointWith C1E-C2 Male E ~“Female

sameAs {x} ={y} {OrangelLabs} = {FTR&D}
differentFrom {x} E ~{y} {FranceTelecom}= ~{FinancialTime}
subPropertyOf (role inclusion) RES hasSupplier C hasBusinessPartner
T

inverseOf (role transitivity) R=S" hasCustomer = hasSupplier
transitiveProperty P+CP ancestor+ E ancestor
functionalProperty TE<1P T E < 1hasEmployer
inverseFunctionalProperty TE<S1P T E < thasEmployee™

concept instantiation ceD {FranceTelecom} € TelecomOperator
role instantiation (abyeR

Table 1.4 — Some OWL axioms and relative DL syntax

We provide in Listing 1.2 a simple example using DWML syntax of the declaration of the

following assertion:

Company n YhasSupplier.(Manufacturer u 3hasSupplier.Manufacturer)

i.e., the set of companies which all supplierseitieer manufacturer or have themselves a supplier

which is a manufacturer.

<owl:Class>
<owl:intersectionOf rdf:parseType=" collection">
<owl:Class rdf:about="#Company"/>
<owl:Restriction>
<owl:onProperty rdf:resource="#hasSupplier"/>
<owl:toClass>
<owl:unionOf rdf:parseType="collection">
<owl:Class rdf:about="#Manufacturer"/>
<owl:Restriction>
<owl:onProperty rdf:resource="#hasSuppl ier"/>
<owl:hasClass rdf:resource="#Manufactur er'/>
</owl:Restriction>
</owl:unionOf>
</owl:toClass>
</owl:Restriction>
</owl:intersectionOf>
</owl:Class>

Listing 1.2 — OWL XML syntax example
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According to the DL naming convention presentedlable 1.1, and except for individuals and
datatypes, the constructors and axioms of OWL aanrénslated intggHIQ. In fact, OWL Lite is
equivalent taSHIN®D)and OWL DL is equivalent t§HOIN®D) Description Logic. The ability to use
DL reasoners to provide reasoning services for O&phlications was one of the motivations for
basing the design of OWL on a DL. Several ontoldggign tools, both “academic” and commercial,
now exploit the correspondence between OWL SHDIMD) in order to support ontology design
and maintenance by, for example, highlighting irgistent classes and implicit subsumptions

relationships.

1.1.7Synthesis

Throughout this section, we have introduced thenmimgpof an ontology as knowledge representation
and RDF/OWL, one of the most powerful formalisatiimguage to define ontology based on
Description Logic. There exists several languagesohtology formalization, but in our system, we
decided to adopt OWL. This language, originallyigesd to model Web resources, provides a
reasoning system that can be used to automatidatlct models inconsistencies and inferences. As
we will show in the following Chapters, an OWL olalgy can be also useful to formalize business
exchange messages to improve enterprise applicayisiems interoperability, like what is done in
[38]. However a more expressive language also mesme complex design task. For this reason, in
the following sections, we investigate and pregesgsible way to automate at least a part of the

ontology generation, in order to leverage as mchassible human involvement.

1.2 Automatic Ontology Generation Overview

After a brief introduction to ontology and relaté@hguage formalisms, we now analyse some
approaches to the automatic ontology generatiocgs The methodologies proposed in the literature
focus on different aspects of working with ontoksyi For example, some approaches propose a
general schema to be followed when constructingologies, some have an emphasis on the
cooperative ontology construction by a group of Wlealge engineers. In any case, it appears that
ontology generation processes are human-centrich sis OTK [39], METHONTOLOGY [40],
DILIGENT [41] or Neon Methodology [42] which targentology engineers and not machines. Thus
most approaches to ontology generation are maeahglfmade by domain experts, but as explained in
the beginning of this chapter, hand-made methogl®air our concern.

Our interest is in the automation of the ontologystruction process. It is motivated by the fact
that an ontology brings out a rich knowledge repnéstion that in most cases can be difficult tddbui
and maintain manually, above all if we considetriisted environment where base knowledge can
change over the time. In these contexts it is ssmfr someone in charge to build and maintain a

domain ontology to be assisted by tools that cdeast produce automatically a skeleton of ontology
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or integrate new information on the fly, leavingrabst a final refinement and validation. A more
ambitious goal should state that ontologies cogldiefined by retrieving information sparse over the
Web, but as we will see throughout the followingaew, although there are some fully automatic
systems, they still work under limited circumsta;i@nd have low performance, that still highly
constraints the possibility to have generic autéenamtology generators. Some of these constraints
are due to the lack of a formal reference knowleahgelel inherent with the domain of interest or of

well defined source corpora from which it is potesite apply simple transformation rules.

1.2.1EXxisting State of the Art

The literature offers sever8itate of the Arbn ontology learning and more specifically on dody
matching that focus on techniques and tools evalust Among them, we can cite the paper from
Mehrnoush and Abdollahzadeh [43] which proposesomptete framework for classifying and
comparing ontology learning systems. The authoopgse six main categories (calldithensionsas
follows: elements learned(concepts, relations, axioms, rules, instancentastic categories and
thematic roles)starting point (prior knowledge and the type and language oftinjpue-processing
(linguistic processing such as deep understandmghallow text processing)earning methods
including also an evaluation about the degree tiraation (manual, semi-automatic, cooperative, full
automatic); theesult (ontology vs. intermediate structures and in thst €ase the features of the built
ontology such as coverage degree, usage or purposgent type, structure and topology and
representation language); and finakyaluation methods (evaluating the learning methods or
evaluating the resulted ontology).

We share the most part of the conclusion of thealysis, especially regarding the importance of
input sources, which of course are essential tathemation process and highly influence the result
of the final learned ontology. In fact ontology feimg systems extract their knowledge of interest
from inputs, which can differ by type and langudgey., English, German or French). Types can be
structured data like already existing ontologies, some schematdegical semantic nets such as
WordNet. Other sources for ontology learning systamesemi-structured datasuch as dictionaries,
HTML and XML schemas and DTDs (document type défins), which probably constitutes in the
Web environment the most hot topic today. Finathe most difficult type of input from which to
extract ontological knowledge is thmmstructured ones (e.g., free text). Tools that learn ontolegie
from natural language exploit the interacting coaigts on the various language levels (from
morphology to pragmatics and background knowledgeprder to discover new concepts and
stipulate relationships between concepts [44]. Iinke authors of [43] assert that the first twiads
of input data are more appropriate to build ont@egfor the Semantic Web, thus with DL
implications, while the latter is more adapted told more general lexicons such as taxonomies or
dictionaries.

They also identify some open problems to be constiéo improve the field, in particular: (i) the
way toevaluateontology learning systems, currently evaluated aml the basis of their final results;

no measure is defined for specific parts of thenieg process proving the accuracy, efficiency, and
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completeness of the built ontology. @ull automation of ontology learning process is not described
yet and integrating successfulodulesto build complete autonomous systems may elimitizdé
weaknesses and intensify their strengths. (iii) I#dt, moving towardflexible neutral ontology
learning method may eliminate the need for recoottn of the learning system for new
environments.

Moving forward the automation process to enter arartechnical surveys, in [45] authors provide
a comprehensive tutorial and an overview on legrointology from text. Rahrat al.[46] present an
overview on techniques used for the schema matchitigmation. Euzenat al. in [47] provide a
detailed overview and classifications of techniqused for ontology alignment andstate of the art
on existing systems for ontology matching/alignmembbably the best known software at present.
From the bookOntology Matchingby Euzenat and Shvaiko [13], which surely repréeséme most
complete work in the current literature around m&tching theme, beyond techniques are presented
theoretical aspects and definitions involved irfte matching process as well as their evaluation
measures. As last, let us cite the survey presehtedCastanoet al. [48], which provides a
comprehensive and easily understandable classificaf techniques and different views of existing
tools for ontology matching and coordination.

All these works provide a real detailed overview amology generation tools and aspects of
possible automation, at least for some specifikstdsideed, even if the frontier between matching a
generation tools is not always clearly definable,can say that except the first one, all referigokps
mainly focus on the matching step but do not cdalkierwhole ontology automation process. We can
also add that the matching problem is probablyntiest challenging part and this is the reason why
we analyse it more deeply in Section 1.3 below. dherview proposed below focuses on different
approaches of the process adopted for the automatibo provide full automation standpoint for
ontology generation process and to highlight susfaésnodules to build, in order to have complete

autonomous systems integrating them.

1.2.2 Automatic Ontology Generation Life-Cycle

Automated generation provides a fundamentally dsfie approach to ontology creation than manual
construction by a designer. As we will see the migjof papers in this area propose methods to
extend an existing ontology with new concepts, gigiatural language processing, statistical, and
machine learning techniques. In the last few yeawst work has been developed under the names of
Ontology Mapping and Alignmer®ntology MergingandOntology Integratiorf49] (see also Section
1.3 for more details about the difference betwémsé terms). Some results can be considered for our
goal. For instance the PROMPT [50] and ANCHOR-PRON®L] systems were originally designed
for assisting knowledge engineers in the procesmefging and aligning ontologies. The system
provides different heuristics for suggesting magpito the users and identifying the concepts and
roles to be merged. The FCA-Merge [52] method fotolngy merging is based on Formal Concept
Analysis techniques. The approach taken by theoasitis “extensional”, in the sense that it is based

on objects/individuals which appear in both ontédsgto merge. Concepts having the same
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individuals are then supposed to be merged. Thergéan of the merged ontology from the concept
lattice is semi-automatic and requires human ict@a. The GLUE [53] system uses machine
learning techniques for discovering mappings. Gitwem ontologies to be merged, for each concept in
one ontology GLUE finds the most similar concepttire other ontology. GLUE exploits the
information stored in both the TBox and the dataMétch [54] is an automated ontology matching
system that has been designed to enable knowletgevdry and sharing in open networked
environments. It takes as input two ontologies anfhuts a set of correspondences between concepts
having the closest meaning. The H-Match approadfased on a weighted sum of different affinity
measures that yield in a final measure called aiityl affinity. Finally, based on thresholds, thesb
set of similarity affinities is returned to compdbe final alignment. Moreover it proposes a dyrami
setting that permits to adapt the matching stratggun-time.

Although the interest of matching algorithms pragmbdy these systems, we have not included in
this survey most of them because they do not stiabomation for the whole design process. They
assume inputs composed by two sets of entitiestlynaell formed ontologies, and do not consider
the interpretation of a large input corpora fromickhcould be derived ontological knowledge (i.e.,
axioms, concepts, roles, etc.). Moreover the ogtplevolution step is out of their target. On the
opposite, we describe a general approactaftomatic ontology constructionwhich consists of a
sequence of phases that are to be followed duritgaatic ontology construction. If necessary, some
of the steps have to be repeated until a satisfactsult is achieved. Sometimes, the individuapst
can (should) be supported by automated validagohriques.

The process is depicted in Figure 1.3. The fiveppsed steps are:

» Information Extraction . This step is responsible for the acquisition woffoimation
needed to generate the ontology (concepts, atsbutlationships and axioms) and to
handle the different source formalisms. Input sesircan be of many kinds: structured,
semi-structured or unstructured. Techniques foormftion retrieval and extraction can
be of different types, such as NLP (Natural Langua@rocess) techniques (for
unstructured corpora such as text documents),eringt machine learning, semantics,
morphological or lexical and more often a combimatdf them. Large corpora can be
grouped in different clusters. Normally the exteactinformation is formalized in an
adequate format that makes sources descriptiorferomiand facilitates the following
tasks.

e Analysis. This step focuses on the matching and alignméfirmalized input sources.
This step requires: matching techniques, as moogiicdl and lexical analysis of labels; a
semantic analysis to detect synonyms, homonymsadiner relations of this type; an
analysis of concept structures to find hierarchiedhtionships and identify common
attributes; techniques based on reasoners to detectsistencies.

e Generation. This stage deals with the merging/integrationbpem, if appropriate, and

the formalization of the specific format adopted previous tasks in a more general
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ontological format, such as OWL. The merging tasloften driven by heuristics and
rules.

Evolution. Depending on the usage, an ontology is oftenanetatic description of a
domain, but with the time the ontology may alsouiegj some changes (for example in
professional exchanges a new partner can arisebirsimess collaboration and require a
dynamic integration of his business semantics). imiber of concepts as well as
properties, relationships, and other parametersbeandded or modified. As shown in
Figure 1.3, the whole process is considered to logcke where the evolution step is
responsible of managing changes in a compatible Waig operation is considered as an
addition of new requirements and as such couldbbewed by a new step of information
extraction, if new resources are not yet in thasiregl format, or directly by the analysis
step in order to provide new matches and alignmeftyway, this step evaluates the
ability of tools to solve and take care of the af@problems.

Validation. All previous steps may introduce wrong conceptd eelationships, thus a
validation task of the final result is needed. Gansely, a validation task can be
introduced at the beginning of each task to varifyut correctness and at the end of each
step to verify the consistency. This step is ofttome by hand, but in some cases

validation can be automated or simply supervised.

1. Infofmation
Extraction
\

,,,,,

Inference,
3 coherence

alidations

results

5!

<

Figure 1.3 — Ontology generation life-cycle

In the following, we group the various considergdtems in different subsections according to

their focus.

As often when classifying works, tlteeder line is not always well defined and in ousea

applications can present more aspects, thereforashaee works with respect to their automation

approach rather than with regards to the technithesimplement. In fact we support the thesis that

there is not a single technique to develop, butahdy an appropriate mix of techniques can brisg u

to our goal.
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1.2.3Direct Transformation Approach

Several works propose direttansformation, schematically depicted in Figure 1.4, from input
sources format to an ontological language. Thesframation is merely done over a predefined
mapping table from the conceptual information repreed by the source format, such as XML
schemata or conceptual model like UML. Applicatiafsthis approach make the hypothesis that
concepts and relationships are already well defindtie input source and often they do not change
the starting information model richness. What i®iiesting here is that they show that the ontology
format representation subsumes other common kn@eledpresentation, such as XML or UML.

They also propose software that simply produces tiEnsformation. Experiences show that this
approach presents a high degree of automation, iétka final result is generally a light ontology.

(However it still remains an interesting resultkioow that if we are confronted with two different

representation formats, the solution is not alwaysplex).

Document @=———q Convert p———p Ontology

Figure 1.4 — Ontology generation direct transforinatapproach

XSD OAL
xsd:elements, containing other elements owl:Class, coupled with
or having at least one attribute owl:ObjectProperties

xsd:elements, with neither sub-elements

nor attributes owl:DatatypeProperties

Named xsd:complexType owl:Class

Named xsd:SimpleType owl:DatatypeProperties

Xsd:minOccurs, xsd:maxOccurs owl:m|nCardinality, o wl:maxCardinality
xsd:sequence, xsd:all owl:intersectionOf

sd:choice combination of owl:intersectionOf,

owl:unionOf, owl:complementOf

Table 1.5 — XSD to OWL correspondences

1.2.3.1Mapping XML to OWL Ontologies

Sdren Aueret al. [55] of the University of Leipzig (Germany) haveweloped a tool that converts
given XML files to OWL format. It is based on thdel that items specified in the XSD file can be
converted to ontology classes, attributes and soTahle 1.5 shows in detail the mapping between
these two formalisms. Technically they have devetbfour XSLT instances to transform XML files

to OWL, without any other intervention on semantesl structures during the transformation. Finally

1 Extended Style Sheet Transformations - http://mm8vorg/TR/xslt
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the OWL file (read ontology) is automatically gestexd, but under the assumption that concepts were
already correctly represented in the source fileis Tnethod has been also applied to the Ontowiki
platform [56].

1.2.3.20WLMap

Matthias Ferdinaneét al.[57] also propose direct mappings from XML Scham®WL. Furthermore
they describe mappings from XML to RDF, but thesspping are independent of each other. That
means, that OWL instances have not necessarilyitaossthe OWL model, because elements in XML

documents may have been mapped to different elenme@WL.

1.2.3.3UML to OWL

Dragan Gasevicet al. [58] advocated the use of UML profiles to extert tpossibilities of
representation of UML. In this way they get a lard¢ML representation that overcomes its
limitations and that can teanslatedinto OWL, again through a system of XSLT instandesbefore
the hypothesis is that the source of the transfbomas complete and well-defined by an expertrat a

early stage to represent the ontology, the subsgaqueology generation is performed automatically.

1.2.3.4Semi-automatic Ontology Building from DTDs

Within the PICSEL project, a collaboration betwdNRIA Future and France Telecom, Giraldo and
Reynaud [6] have developed a semi-automatic onyotfmeration software for the tourism industry
domain extracting information contained in DTD $ileThis experience is interesting because it goes
further, in respect to the XML to OWL transformatiseen previously, and shows thags and
structure of XML files have sufficient informatitmproduce an ontologyWhat makes their solution
semi-automatic is the fact that the detection dirabiations or false positives left to an expert
during the ontology validation task. This experiern really close to the use case adoption proposed
in Chapter 2, but is limited to the sole domaintadirism, which is defined in advance with great
precision, and therefore the detection of relevemtcepts does not produce conflicts between

different representations.

1.2.4External Resource Integration Approach

Some works are based external knowledgeresource to build or enrich a domain ontology,napde
schema is presented in Figure 1.5. This approattbealso divided in two sub-approaches. One aims
to produce a sub-ontology from a main upper ontglaghile the second refines/enriches retrieved
ontological knowledge from a more detailed extemgglource. In both cases soseedsare either
manually or automatically defined from the inputisze, and the external resource is queried in order

to derive new knowledge.

2 A false positive is a misjudgement detection pfagram.

38



CHAPTERL. AUTOMATICONTOLOGYGENERATIONPROBLEM

This category may sometime overlaps a mining basgmoaches because techniques applied to
retrieve seeds and to interpret queries on the \d&b be similar; nevertheless we classify here
experiences with an approach closer to the integraif external dictionaries, existing ontology or

from a more general knowledge resource, like Wotd5@] or the Web.

Seeds —

Reference
Knowledge

Refine / Enrich p—p  Ontology

Figure 1.5 — Ontology generation external resourtdegration approach

1.2.4.1SALT

D. Lonsdaleet al. of Brigham Young University, England, propose agass to generate domain
ontologies from text documents [60]. Their methadyl requires the use of three types of knowledge
sources which are: 1) a more general and well ddfontology for the domain, 2) a dictionary or any
external resource to discover lexical and strutt@ationships between terms and 3) a consisent s
of training text documents. With these elementy due able to automate the creation of a new sub-
ontology of the more general ontology. User intatign is required at the end of the process because
it can generate more concepts than required. Tatisbour is acceptable because the withdrawal of
false positives is easier than adding missing qamiscd he authors state that with a large set afitrg
documents their solution can achieve really goadltse. However the hypothesis of having an upper
ontology well defined beforehand proves thathid® approach can be used in complemeruf the

automatic ontology generation process.

1.2.4.21L earning OWL ontologies from free texts

He Hu and Da-You Liu from Renmin and Jilin UnivéysiChina, have developed an automatic
generation [61] based on the analysis of a seba$é tfollowed by the use of WordNet. The analysis o
the corpus considers words as concepts. These vesedshen searched in WordNet to find the
concepts associated with them. The ontology geineraseems to be one of the most automated, but
no details of how the terms are extracted fromhib@y text as well as any qualitative assessment of
the work are provided. Nonetheless, it remainsnéerésting experience to the extent it demonstrates
once again that automation is easier ihare general reference knowledgkeeady exists, which the

authors argue can be represented by WordNet.

1.2.4.3Design of the Automatic Ontology Building System abut the Specific Domain

Knowledge

Hyunjang Konget al. [62] of the University Chosun, Korea, have develb@ method based on

WordNet. In this method, WordNet is used ageaeral ontologyfrom which theyextract a subset of
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"concepts'to build a domain ontology. For example, consal@iser trying to generate an ontology on
wine. The software will query WordNet using thisnteand create classes of concepts based on the
results of the query. After this initial pass, teer can extend the ontology by entering new cdscep
to be included. The ontology is then exported inlOfmat. Depending on the quality of the starting
knowledge resource, this approach will be more ass Isatisfactory. It is also dependant on the

targeted area.

1.2.4.4Domain-Specific Knowledge Acquisition and Classifiation Using WordNet

Dan Moldovan and Roxana Girju from the University @allas expose a method for generating
ontologies [63] based on WordNet. The approachinwst the same as the previous [62], a user
defines some "seeds", i.e. concepts of the dorbainwith the difference that if a word is not fouind
WordNet then asupplementary module will look for it over the niet Then linguistic and mining
techniques extract new "concepts" to be addedetmittology. This method automatically enriches its
corpus retrieving sentences about the seeds obritidogy that were not found in WordNet. User

intervention is necessary here to avoid incongrumngepts.

1.2.4.5Enriching Very Large Ontologies Using the WWW

Agirre et al. [64] have developed a strategy to enrich existintplogies using th&VWW to acquire
new information They applied their approach to WordNet, whiclofien accused of two flaws: the
lack of certain links between concepts, and thdifpration of senses for the same concept. The
method takes as input a word which one wants t@rave” the knowledge. WordNet is questioned
about this word, and the different meanings of Woade used to generate queries for the web. For
each query, that constitutes a “group”, differezdrsh engines are queried and the first 100 doctsmen
are recovered. Terms frequencies are then calcudated compared with each group, and of course the
winning group, (i.e., sense), for the concept is tine with the highest frequencies. In addition a
statistical analysiss performed on the result, in order to estimatentiost common meanirgf the
concept. This method alone cannot be adopted 1d buiologies, but it has the merit to be able to
iterate with an external knowledge base to prowigigher information that may be used for the

validation task of an ontology in absence of huiméervention.

1.2.4.6A new Method for Ontology Merging based on Concepaising WordNet

Miyoung Choet al. [65], from Cheju Universities in Korea, preserg firoblem of proximity between
two ontologies as a choice between alignment andjinge The first case is limited to establishing
links between ontologies while the second creatsingle, new ontology. With their experience they
directly merge two ontologies based on WordNet. this they use two approaches in their method
that they call the horizontal approach and theisarapproach. The horizontal approach first checks
relationships between concepts of the “same leivethe two ontologies and merges or ties them as
defined by WordNet. The vertical approach compldtes merging operation for concepts with

“different levels”, but belonging to the same bdaraf the tree. In this case they fill the resulting
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ontology with concepts from both ontologies and raa make a choice. A similarity measure is
calculated in order to define the hierarchy betwdwse concepts in the resulting tree. Figure 1.6
shows an example this kind of matching, wherea@d G of O, are mapped to their equivalent
concepts in @ while C2, C3 have not direct equivalence. Theswértical approach is applied to the
remaining concepts in order to define a conceptahiby among them, and finally merged as

illustrated always in Figure 1.6 in the right side.

Rt

mapping

Figure 1.6 — Sample of Vertical approach merginggsimilarity measure

This method, while not providing an adequate sofutto automation, does provide parrely

semantic approacto the merging solution.

1.2.4.7A Method for Semi-Automatic Ontology Acquisition from a Corporate Intranet

Similar to [61], Joerg-Uwe Kietz, Alexander Maedchled Raphael Volz [66] describe a generic
approach for the creation of an ontology for a dioneased on a source with multiple entries which
are: a generic ontology to generate the main strect dictionary containing generic terms close to
the domain; and a textual corpus specific to tlea &o clean the ontology from wrong concepts.

This approach combines several input sources, altpgreat generality and a better reliability o th

result. The user must manually check the ontolddhieaend of the generation process.

1.2.50ntology Generation Intermediary Model Approach

Another approach is to use emermediary representation of input sources, presented in Figure 1.7.
Sources are mined and interpreted in order to m®dumore generic format to be further transformed
into ontology. The kind of intermediary format deds on the type of input source. First, if it is an
unstructured corpora it is mainly represented bigtaof words which constitute candidate concepts;
later by the integration of an external resourceait be enriched (as already showed in the approach
above) in order to get ontology knowledge. Secahd,intermediary format can be a conceptual or
semantic model which provides a higher level ofifidity when we are in presence of more than one
group in input sources (to integrate two or morhesgas). In such a case, each input cluster is
transformed in the concept model, on which matcking merging operations are applied, before to

obtain the final ontology.
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A lot of experiences focused on unstructured s@yriee text documents or web pages; they use
Natural Language Processing (NLP) techniques. Thgperiences tell us that recovering structured
concepts from unstructured documents still requireman assistance and that mining techniques
from natural text can be used only in complementhwither existing structured knowledge

representations.

Intermediary

Model - Map —1pp Ontology

Documents @ Convert EE—

Figure 1.7 — Ontology generation intermediary moaigbroach

1.2.5.1TERMINAE

Biebow and Szulman [67] of the University of Paxierd presented the TERMINAE method and tool
for building ontological models from text. Text &m®s is supported by several NLP tools (such as
LEXTER [68]). The method is divided into 4 stagesrpus selection and organisation; linguistic
analysis with the help of several NLP tools; nolig&lon according to some structuring principles
and criteria; formalization and validation. An erpés called to select the most important notions
(concepts) for the targeted ontology from the @iftcandidate terms extracted by the taoid to

provide a definition of the meaning of each ternmatural language. The new terminological concept

finally may or may not be inserted into the ontglodepending on the validity of the insertion.

1.2.5.2A method to build formal ontologies from text

Originating from the same University, Jerome Noh&tdas developed a method [69] based on
TERMINAE that allows an automation of the insertimihconcepts into the ontology by the adoption
of successive refinements of the selected concepts: while the classic TERMENapproach requires

the hypothesis that the ontology is a static priypef the domain, the latter introduces a more

dynamic environment for domain ontology.

1.2.5.30ntology Construction for Information Selection

Latifur Khan and Luo Feng of the University of Texdemonstrated a method to automatically
construct an ontology from a set of text documgn@§. Their overall mechanism is as follows: 1)
terms are extracted from documents with text miriechniques (i.e. removed stop words, words
stemm andf*idf calculation); 2) documents are grouped hierardliyigeccording to their similarity

using a modified version of SOTA algorithmind then; 3) a method based on the Rocchio ahgdfrit

3 Joaquin Dopazo and Jose Maria Carazo. Phylogeratanstruction using an unsupervised growing neural
network that adopts the topology of a phylogendtiee. Journal of Molecular Evolution, Volume
44(2) :226/233, 02 1997.

4 Thorsten Joachims. A probabilistic analysis of Bacchio algorithm with TFIDF for text categorizatioln
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is used to assign concepts to the tree nodesngtdrom leaf nodes. Concept assignment is based on
WordNet hyponynts This experience introduces a neattom-upapproach for ontology generation

that seems to produce good results without any huntarvention. The bad news is that it also needs
a more general ontology to define concepts for trgeted ontology, but as we can see, this is

generally the case of all text mining based methods

1.2.5.4Learning concept hierarchies from text corpora usiig formal concept analysis

Cimianoet al. [71] address the learning of taxonomic relatiaosrf text corpora. The overall process

of automatically deriving concept hierarchies froemt is depicted in Figure 1.8. First, the corpsis i
part-of-speech (POS) taggednd parsed, thus yielding a parse tree for eachesee. Then,
verb/subject, verb/object and verb/prepositionaiapb dependencies are extracted from these parse
trees. In particular, pairs are extracted congistihthe verb and the head of the subject, object o
prepositional phrase they subcategorize. Thenyehe and the heads are lemmatized, i.e. assigned to
their base form. In order to address data sparseties collection of pairs is smoothed, i.e. the
frequency of pairs which do not appear in the csriguestimated on the basis of the frequency of
other pairs. The pairs are then weighted accorairspme statistical measure and only the pairs aver

certain threshold are transformed into a formakextito which Formal Concept Analysis is applied.

= F’arserJ >

tgrep | B> | Lemmatizer |3 | Smoothing B
Q

]
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Figure 1.8 — Learning concepts hierarchies front tstpora overall process

The lattice resulting from this is transformed irstopartial order which is closer to a concept
hierarchy in the traditional sense. As FCA typigd#lads to a proliferation of concepts, the partial
order is compacted in a pruning step, removingrabstoncepts and leading to a compacted partial

order which is the resulting concept hierarchy.

1.2.5.5Generating an ontology from an annotated business adel

The L3I laboratory of the University of Rochelleshdeveloped a semi-automatic ontology generation

process [72]. This process starts from a UML cldisgram representation of the ontology domain,

Douglas H. Fisher, editor, Proceedings of ICML-9%thlinternational Conference on Machine Learnirsggs
143/151, Nashville, US, 1997. Morgan Kaufmann Ralitdrs, San Francisco, US.
5 A word that denotes a subcategory of a more geokass. Opposite of hypernym.

6 Part-of-speech tagging consists in assigning e its syntactic category, i.e. noun, verb, alijecetc.
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made by an expert that annotates the elementsitdrbduced into the ontology. This UML model is
then transformed into ODM fornfads pivot model before automatically generating dhtology in

RDFS format. As in the previous case some degréemian intervention is needed at an early stage.

1.2.5.6A Bottom-Up Approach for Integration of XML Sources

The solution proposed by Santos Medibal. [73] [74] [75] shows an interesting level of autation
with an approach really close to our needs. Thelogy generation is viewed as a particular case of
the integration of input XML data sources. Figur® illustrates the architecture of their solution,
which is composed by three layers. From the Dateefs Layer, the Mediation Layer receives the
DTDs of the XML Access Modules. An XML Access Moduils a functional unity that provides
access to an XML data source. Each XML source keleps instances that are in accordance to a
DTD. Document databases and wrappers are exampldsgllo Access Modules. Based on the set of
DTDs, the integration process is performed in tvaps. In the first step, a local conceptual schisma

generated as an abstraction of each DTD, througb#D-Conceptual Schema Conversion module.
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Figure 1.9 — Integration architecture centered oMadiation Layer

This conceptual schema models DTD elements andwtts as related concepts with associated
mapping information. The further human interventi@idates mapping defaults. In the second step,
local conceptual schemata are integrated to genewatontology. The ontology provides a unified
conceptual vocabulary for all DTD elements andlaites; it acts as a front-end for semantic queries
originated from the User Interface Layer. The medthat performs such task is called Schema
Integration. During semantic integration, local cepts are mapped (based on an analysis of
equivalencies and conflicts) to global conceptse iliman expert intervenes again to select the best
integration alternatives.

The conceptual model they use is necessary to eethec complexity of the integration process,

each DTD is so converted to a conceptual scherttei@anonic Conceptual Model (CCM). CCM is a

7 Ontology Definition Metamodel — http://www.omg.dogtology/
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conceptual model suitable for semi-structured setamepresentation based on ORM (Object with
Role Model) [76] and ER (Entity-Relationship) [7#odels. This model seems well fitting the
matching of structured sources, but it is basetherhypothesis that input sources have the sameé lev
of granularity and thus simple correspondencegraitise their underlying model is not adequate and
needs improvement. Moreover authors claim that tygproach is applicable to more than two input
sources at a time, however no details and testgrakgded, as well as implementations are missing t

prove the feasibility of the whole approach.

1.2.6Framework Approach

Solutions based on Bramework approach, simply represented in Figure 1.10, arelly more
complete and produce best results. Often theseskihdolutions are delivered as part of an ontology
editor and integrate different modules to achidwe goal. However seeing that each module can

provide several options and parameters to sehtegration of modules remains almost a human task.

Documents @—— Import Align View Export —— Ontology

External
Ressource

Figure 1.10 — Ontology generation framework apptoac

1.2.6.1Symontox: a web-ontology tool for e-business domasn

SymOntoX [78] is an OMS (Ontology Management Sy$jespecialised in the e-business domain,
which provides an editor, a mediator and a versgnnanagement system. With SymOntoX the
creation of the ontology is mainly done by an ekpsing the editor. But the framework contains a
first step towards an easier generation: it costhiigh-levelpredefined concept&such as Business
Process, Business Object, Business Actor, etc.)welk as different modulesused for ontology
mapping and alignment to simplify the work of thepert. Here, ontology generation is merely

assisted.

1.2.6.2Protégé

Protégé [79] is a free open source, platform tagiesntologies. Developed by the Stanford Medical
Informatics group (SMI) at the University of Stardoit is supported by a strong community and

experience shows that Protégé is one of the maklyused platforms for ontology development and

8 Ontologie Managment System. http://sw-portal.dépapers/deliverables/d17_vO01.pdf.
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training. This software has axtensible architecturgvhich makes it possible to integrate plugiins
Some of these modules are interesting and relévaotrr case, like those from the PROMPT Suite
[50]. They automate, or at least assist, in thepimgp merging and managing of versions and changes.
Also the related project Protégé-OWL offers a ligraof Java methods (API-Application-
Programming Interface) to manage the open-sourdelagies formats OWL (Web Ontology
Language) and RDF (Resource Description Language).

The glue between these pieces of software stilaresnhuman, yet program modules and libraries

provide a fundamental basis for developing the maton of ontology generation.

1.2.6.30ntology Learning Framework

Alexander Maedche and Steffen Staab at the Uniyeo$iKarlsruhe, Germany, are contributors of
several interesting initiatives within the ontolodgsign field as well as the automation of thiscpss,
like the MAFRA Framework [80], Text-To-Onto [81] &tKAON [82]. In this paper we focus on their
framework for ontology learning [83].

They propose an ontology learning process thaudes five steps (illustrated in Figure 1.11):
import, extraction, pruning, refinement, and evébra This approach offers their framework a
flexible architecture that consists of many extelesparts, such as: a component to manage different
input resources, capable of providing informatiottraction from a large variety of formats (UML,
XML, database schema, documents text and webbraryi of algorithms for acquiring and analyzing
ontology concepts; a graphical interface that adlasers to modify the generated ontology, but @iso

choose which algorithms to apply and treatmentsetéorm.

Legacy + Application Data

Pruna

Extract

Refine
Impaort /
Reuse
Apply ===- [—

Legsacy +Appfication Data " swinm ‘

Figure 1.11 — Ontology Learning process steps

They bring together many algorithms and methodoftology learning. Despite their framework
not allowing a completely automatic generation pes; they are the only researchers to propose a

learning procesglose to a methodology for automatic ontology getien.

9 A hardware or software module that adds a spefeifiture or service to a larger system.
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1.2.6.4LOGS

A group of researcher from Kansas State Universayg developed LOGS (Lightweight universal
Ontology Generation and operating architectureS)].[8They state that generating ontology
automatically from text documents is still an ogprestion. Therefore they developed LOGS with a
modular architecture that integrates the core fanatity that can be expected by automatic ontology
building software. It consists of the following mdds: document source parser, NLP engine, analyser,
ontology engine, interface, integrator, ontologicktabase and dictionary. It also contains other
modules able to crawl an intranet, to refine thecpss of ontology design and a module implementing
trial and error iterative analysis of related teitsfind known patterns. Although no qualitative

analysis is provided, the authors argue that thgioed significant results.

1.2.7Comparative Analysis and Discussion

Works presented above are only a part of all stu@igperiences; nevertheless they represent a
significant sample covering the essential steps approaches in the automatic generation of
ontologies.

Firstly we can note that modules implementing p si@ve a different degree of automation, which
can not be measured exactly. However we can obskeat&ransformation approachesare used to
build ontology from structured or semi-structuresirges, but with low degree of integration and
matching tasks. Between them only the work fromaf@iv et al. [6] implements a method to extract
knowledge from more than one file at once; butit still be considered as a single input clustbusT
we can state that systems adopting a transformafipnoach can be adopted only to transform one
cluster at once because they do not provide sol@iming the reconnaissance of similar information
from different sources (merely clustering, alignmnemd merging solutions). Furthermore this
approach requires human intervention at initiagstéo select sources with compatible content. It
reaches a good level of automation but low gengrédipplied to only one input at once) and high
human implication at the early stage. In this applosources are directly mapped to an ontological
language, which can be used as a preliminary stégrdy merging several input clusters to produce a
larger common ontology.

Systems based axternal resourcesare too much tied to the resource itself. As fam& know
upper ontologies are not detailed enough to proaideal support for the automatic construction of a
domain or application ontology. This makes diffictd generate ontologies from scratch with this
approach. The usage of the Web is interestingsieit knowledge is too much heterogeneous in both
format and content. Its adoption can entail otipeoblems and makes things more complex than what
they are. However it can be used as complemerfittera generated ontology, like the work done by
Agirre et al. [64], or to validate resulting correspondenceee lising a deductive approach from a
query about contrasting correspondences. But aasfave know no system still implements such an
approach. Human intervention is mainly needed atstarting point and at the end of the process, to

define seeds and to filter results. To this end dMet [59] surely deserves some special attention
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because we observe that it is an essential reséurtiee automation process systems. In factuisisd

by large parts of works with different roles. Thiestfis that of an electronic dictionary and thesauy
which is fundamental. The next is that of a refesemntology, mainly by using its sibling or
hierarchical terms discovery, with relationshigeelihyponym, meronym, holonym and hyperonym.
But for this WordNet has the drawback of being tgemeric and not adapted to specific domain
ontology development. Even so, it remains an ingrgrinodule to further be developed.

Approaches adopting aintermediary model gather a more flexible behaviour. This approach
seems to be indispensable in the case where mareathe input source is available. It permits to
leverage different input formats and to highligbgjuired information. The definition of such a model
can be conceptual or object oriented, but it ism&pecific to implantation features. It is oftelopted
by advanced matching systems, but very few proddpublic formalisation (this topic will be
discussed in detail in Chapter 3). Human intengenis mostly needed to validate the final model
instance, but generally the transformation from thedel to the ontology language is error-safe.
Disadvantages of this approach are: the double mgpfsom the input source to the model and from
the model to the ontology, which implies lost di@éncy; and the risk to lose knowledge not haddle
by the model.

Theframework based approaches are the only one to execute@&scbf the life-cycle proposed
in Section 1.2.2. The SymOntoX system provides sspeific predefined construct for e-business
ontologies. Protégé, like several other ontologyoedis able to integrate external modules and tisu
able to manage several ontology generation regeinésneven if its current graphical plug-ins aré no
scalable in presence of large ontologies. Thuseasral rules this approaches is the best to foltow
our goal, even if their usage is not allowed in-tiame environment because it requires human
intervention at each stage in order to providebngt module to be adopted.

Concerningnput sources information extraction can reach good resultse Tost studied input
corpora are text documents. A lot of informatiom d@ extracted from this type of corpus source.
Methods based on this corpus have the advantabaw® a lot of resources, that can be found over
Internet or an Intranet, and that several NLP arwing software are available. Nevertheless they
require a most important human validation task amrdpreferred for defining a high level definitioh
concepts, or a taxonomy, which limits reasoningatéjy on resulting ontology. Structures, like
classes, attributes and relationships, are mosthyigled by other external resources not always
available. Thus structured and semi-structurescesuare better positioned to achieve our task. But
unfortunately extract knowledge from large corpfarathis kind of source remains a complex task and
we did not meet any experience providing free tamlsAPIs that can be easily integrate in other
application. Moreover information extraction fromnsi-structured sources, like XML, need further
research work in order to exploit at best contaiseshantics to produce well defined ontologies also
at semantic level, rather than provide a simpleadimap of structural knowledge. This is true aste
for those systems we have tried to extract ontolagpwledge from XML files, like XML2OWL [55]
and Mafra [80]. Derived concept names maintain #xalbe same label used in sources, which often

are abbreviations or incomprehensive tag names.
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Matching andalignment modules are one of the most challenging tasks dsutestified by the
different Ontology Alignment Evaluation Initiati&], [8], [9] there is a lot of ongoing research on
this matter. Always from the OAEI initiative we caso observe that more and more systems
managed to produce better quality results oveyéaes. This means that we can expect that they will
be able to provide useful and integrable APIs fiplizations requiring this kind of intelligent preof
software embedded.

At present theoretical works as well as impleménnat for merging and source integration tasks
are developed with two input ontologies. They malke strong hypothesis thambulti ontology
merging and matching is just a derived case ofityaits. But from some tests we have conducted it
seems to be not always true and current algorigmasiot efficient enough and scalable for combing
the merge of two sources with others. We analyisaghue later in Section 5.1.1.

Evolution management is still rare. Some methods managéomsrand other go further and
provide automatic detection of changes. But initgalhat we are really looking for, more than
ontology generation, is also the possibility to g dynamic environments. This can be done with
ontology able to grow as sources are added incrthermand not a static adaptation of knowledge
representation.

Validating an ontology means ensuring that the ontology g®@d representation of the domain
that it is supposed to model. Reasoning is at #s#shof validation done automatically (or at least
supported by automated tools). From the survey bgeive, validation still remains human and only
automatic consistency checking and some prunindhadst have been implemented. However it is
probable that in the few years to come most rekearwill be focused on this topic.

It is difficult to evaluate ontologies generated dystems. As seen in Section 1.1 a DL ontology
deals with basic entities like concepts and rades] with constructors and axioms defined over such
basic entities. Between them at least high levelcepts are derived from all methods. It is more
difficult to say something about role and functidaerivations. Very few details are provided in
reviewed papers. So we can at least affirm thaesys based on mining texts like Cimiagtoal. [71]

more than concepts are also able to produce sulikumelationships (i.eA O B), which provides

concepts hierarchy, and some concept equivalern@sA(= B). Wordnet based techniques also

discover some properties (ligart of) with the usage of meronym relationships or algoivalences

on individuals (i.esamaAs{x} = {y}) based on synonyms. But as told above WorldN&idggeneric
and concepts can have more than one meaning, thiutv context information resulting
relationships can be false. Properties can be eldrivore naturally from structured sources, as shown
from the XML2OWL experience, which provide also astc map from XML schema structures to
OWL union and intersection constructors.

The analysis of Table 1.6 below summarizes surveyerks, w.r.t. our approach to ontology
generation automation life-cycle presented in ®ecfi.2.2. It should also be noted that qualitative
results were not always available and when condgdliis assessment only few tools presented in this
table were both freely available and able to prec@dL Schema files (as required by the use case we

were evaluating), and therefore specifically testgdis. These are Protégé, XML20OWL and MAFRA.
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Despite this lack of availability, the purpose bfst study is mainly theoretical, thus information

obtained by public material was enough to perfotmieast a preliminary evaluation. Values are

assigned to each step according to the followiitgréa:

— when step is not d

eveloped;

e O - for solutions using a semi-automatic apprgach
e + —for solutions where human intervention isiamsdl;
* ++ —for solutions that show the best automaléwel.

Extraction Analysis Generation Validation Evolution

Generating an - Human - + — No merging. |- Human, -

ontology from an Direct upstream to the

annotatedbusinesy transformation usinggeneration

model XSLT files.

XML20OWL ++ — Static table of - + —No merging. |- Human, -

correspondences Direct upstream to the
transformation usinggeneration
XSLT files.

UML20OWL + - +—No merging. |- Human, -
Direct upstream to the
transformation usinggeneration
XSLT files.

Semi-automatic |+ — automatic extraction |O — structure |+ — No standard - Human -

Ontology Building |from DTD Sources analysis without|ontology

from DTDs alignment representation

Learning OWL + — Text sources. NLP |- + — OWL format - -

ontologies from  |techniques. WordNet as

free texts resource

dictionary/ontology

Ontology + - - + - -

Construction for

Information

Selection

TERMINAE + — Text sources. NLP  |O — Concept |+ — No standard |- Human -

techniques relationships  |ontology
analysis representation

SALT ++ — Text sources. NLP [+ — Similarity |0 — No standard 0 —Limited humar}-

techniques. analysis of ontology intervention
Multi entries. concepts representation

A new Method for |- O + — Automatic - -

Ontology Merging merging. No

based on Concept standard ontology

using WordNet representation.

Design of the 0 — Main concept defined- + - -

Automatic by a domain expert.

Ontology Building

System about the

Specific Domain

Knowledge

Enriching Very + — Enrich existing - + - -

Large Ontologies |ontology

Using the WWW

Domain-Specific |++ —Main concept defing O — Grammaticai - Human -

Knowledge by a domain expert. analysis of text

Acquisition and

Classification

Using WordNet

A Method for ++ — NLP techniques. |O —Meaning |O O — User requiredo — Cyclic

Semi-Automatic  |Multi entries source. analysis of for undecidabe |approach can

Ontology concepts cases manage evolutions

Acquisition from a

Corporate
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Intranet
SymOntoX - + — Matching |+ - Provide some |- Human 0 — Manage
analysis predefined concepts. versions, but still
human.
Protégé + — extraction from ++ — Matching |o — Assisted - Human + — Ontology
(Mainly from Relational DB and some |and Alignment [merging. Export in evolution
plug-in) XML format analysis. several ontology detection
formats.

LOGS ++ — Text source analysigt — Similarity [+ — Different format{O — Validation at |-

NLP engine. based on Internal ontology |the end of each

Morphological and concepts and |[structure based on amodule

semantic analysis. relationships  |lattice.

Machine learning analysis.

approach for rules.
Ontology Learning|++ — Extraction from + — Libraries for|+ - OWL and RDF/$o - Assisted -

several formats (XML, |clustering,

UML, OWL, RDF, formal concept

text...). NLP, Semantic |analysis and

and lexical analysis. Multiassociations

entries source. Wrules

Table 1.6 — Comparative analysis of methods

As final consideration we can say that most methaftey automations of only some steps of the
generation process. Modular solutions, rather th@molithic applications should offer a better
architecture for covering the larger part of tha@otogy life cycle, and to achieve this result it is

essential to dispose of specialized program libsato integrate in most ambitious applications.

1.3 The Matching Problem

As shown above the automatic ontology generatiarcgss requires a matching task to handle
different representations of similar concepts. &#it ontologies or sources need to be confromdd a
related to each other, either to produce a singkgrated and reconciled ontology that deals with a
larger domain of interest or to establish a corinactwith a precise semantics, between the differen
inputs, which can remain distinct. This implicithgeans that if we want to retrieve concepts from
different input sources, the information retriewald subsequent matching task must be applied to
different source formats. Even when input sourceséher well formed ontologies or XML Schemas,
definitions can be similar but also heterogenemasnantics different, and thus the discovery of
correspondences is probably the most basic, atifteagame time the most challenging task that must
be conducted. In this section we deeply presentidiiehing process, in order to clarify what we mean
with it.

1.3.1Matching Simple Iltems

Before entering in the whole matching process dgson, we present the basic problem behind it,
which is the matching operation. For that we defimaatching operation as the function that look
for correspondences between two or more input gsuieor the sake of simplicity we limit the formal

definition to two input sources.
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Definition 1: (Matching Operation). Given two non empty set of elemer@s= {e, ..., ¢} and
S'={e}, ..., e with m,n >1, the matching operation is a functibn S 2 S" /7 S'that defines a
precise correspondence between elements belongitiget different sets. Thus we say tii@) =

{e'%..., &} (or eRe)if it exists at least an elemest’ Sthat holds with an elemest//S'.

The aim of such operation is to identify a possiblignment A, if any, between given input
sources. An alignment is made up of a set of cparedences, derived from a matching operation,
between pairs of elements belonging to differeputrsources.

Current approaches to similarity (correspondenggodery usually adopt algorithms realizing the
matching operation, with exponential computationamplexity order [85]. The simple example
below shows how algorithms often proceed.

Let C;, C, andC; be three sets of generic concepts that we waaltgo:

e C,={person, address, account}
e C,={organization, location, manager}

e C;={umbrella, washing machine, location}

M 1 ={(person,organization),(person,location),(persanager),(address,organization),(address,loc
ation),(address,manager),(account,organizatiorp(at,location),(account, manager)}

A ~={(person,manager), (address,location)}

Listing 1.3 — List of matching couples between €4 @2, and the resulting alignment A12

Normally a matching operation implements differaigorithms to be executed for each pairs of
entities belonging to different sets. Thus if wegider the firsts two sets; and C, we must execute
algorithms between the following set of possibleahingsM, , before discovering that there are only
two mappings with real meanings; , (see Listing 1.3). Consider adding g ; andM, ; matchings.
The global alignmenf is still composed by the same two matchings, whikgorithm has been
executed 27 times (2B Thus if we considen to be the average number of concepts for eachrset
m the number of sets to match, then the resultingpegational complexity order i©(n™). This
simple example shows the overall approach to thiehimay operation problem and at the same time it

highlights the need for a rational approach whenitput is composed by more than two input sets.

1.3.2Known Matching Features

As shown in [86] and [85], classical matching amttes lack of efficiency. This can be explained by
three main reasons: (i) the algorithm computatiaaahplexity order, as exposed in [85]; (ii) thetfac
that algorithms compute measures between everyleamipgtems of ontologies to map, even when

they do not have anything in common (like lookirng §imilarities betweenumbrella and sewing
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machiné&); (iii) the lack of memorization : a comparisordisne every time two items are met (like a
“Sisyphean task™), regardless of what has already been calculated.

The problem of matching has been investigated nbt ion the ontology area, but more generally
into the area of data and knowledge managemern, (B3], [89], [50]). Reference surveys on schema
and ontology matching are given in ([47], [90], [946], [48]).

As we can see from all these works, many reseascimethe Semantic Web and Knowledge
Engineering communities agree that discoveringespondences between terms in different sets of
elements is a crucial problem. Sometimes two ogiekrefer to similar or related topics but do not
have a common vocabulary, although many terms twain are related. So this complex task
requires the application of several algorithms fwDefinition 1, each algorithm realizes at least a

matching operation) and once again we lose effigien

HAttentionofiame
OAGIS H{EGwoomme | [———_ | Different semantics

m:n matching =
EI-\\\-I Hame |
i fiakineone § H :

A o
?

(menasee T )2 [~
&2

Different
semantics

Mandatory
without match

Code vs. string

Figure 1.12 — Example of possible mismatchings éetviwo XML Schemas definitions

Looking for correspondences between sets of elesrmotre complex than that presented in the
example above, Figure 1.12 illustrates a non exhaulst of possible mismatching that can be hold

between the definitions of a same high level cohegpressed in XML Schema format. For instance

10 Comte de Lautréamorites Chants de Maldoror, VI, Romat869
111n Greek mythology Sisyphus was compelled toadiluge rock up a steep hill, but before he reathetbp of
the hill, the rock always escaped him and he hdbgin again (Odyssey, xi. 593).
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the example shows two different vision of the cqtcaddressas defined by two B2B standards,
OAGIS and Papinet. It is clear that although bdtthese standards are based on the "upper" standard
UN/CEFACT CCTS, there are considerable differenicethe resulting document fragments. This
explains why we need more than one algorithm toodisr possible similarities between two sets of
elements. For this we provide a first classificatiof the nature of these algorithms categories:
syntacti¢ semanti¢c andstructural A good process for matching discovery should catdeast these
three categories and also implement a combinatichem in order to improve results, as shown in
[92] and [93]. As a result, a lot of time is spaamputing these algorithms during the matching
process.

1.3.3The Matching Process

As already mentioned above matching problem caapgpeoached from various standpoints and this
fact is reflected by the variety of the definitiotimat have been proposed in the literature ([448],[
[46], [94], [95], [13]). We observe that there a@me recurring terms often leading to confusion and
thus producing overlaps on the process definitibearning matching anchoring alignment
transformation mappingand mergingare almost used to this purpose. Figure 1.13 mepa view

about the role and sequence that each of these opnrrerms play in the ontology "life-cycle" process.

‘Iearning \ ( Matching N /Alignment A /Merging Apply merging patterns  \
|l A>B-Rank! O’=(AUBUn)

, |
| I ar>b || I ¢s = new(a; U by U by) |
| | | a2 C2 = new(as,bs)

B “ag>bi C3 = New(ae,bs) |

| as > bs — (f1) O’ = {¢1,C2,C5,82,3,4, b2} J
I = 'l [Rignp @300 | ~— —————————

| ﬂ I I ardbi-(f) )] o — — — <

ﬂ ¥ ?f,;ﬂ;:bg‘i) | 7 Mapping Apply transformations |

I | —ar>bs— [ F(A)>B, F(A)>n, F(B)>n |

| | as > bs—(fs) | | ‘I source.as = target.concat(b1,bs)

l N || 25> b= () ) | source.as = target.bs |

—__/N — oo ez

Figure 1.13 — Ontology learning, matching, alignrpanapping and merging phases

The Learning phase aims to extract knowledge information framarses handling their different
representations. As output it provides a formatesentation, sometimes an ontological view of igput
From here we assume that we have two or more ioptalogies. This term often refers to a larger
operation that comprises the final ontology genenatut we prefer to use this term just to hightig
the fact that ontological knowledge is mainly reted, thus learnt, at this stage of the process. Th
Matchingphase realises similarity detections between ieptities executing one or more algorithms.
As described in the previously, the "matcher" (H#pplication realising this phase) computes the
algorithms for each couple of input entities andvies as output a list of the best matches found,
selected on the base of parameters. The followihignmentphase tries to select the best set of
correspondences between all those provided by theher. It permits to combine the different

similarity algorithms executed previously and toyide a uniform view of correspondences, normally
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without inconsistencies. At this stage the match Isa also contextualized, choosing a match rather
than another because of heuristics practices @axatent upper ontology for the concerned domain
suggests so.

Finally, according to the purpose, alignments canubed to merge input ontologidglgrging
phase) or to transform instances of an ontology amother lappingphase).

This disambiguation permits us to well situateghegblem that we want to address.

To our extent thévlatching processconsiders only the matching phase described abdaveur
analysis we estimated that this is a core part thatainly contributes to the computation time aiid
is the most generic and thus reusable part. Theséha main reasons that conduct us to look for a

scalable solution to improve the whole ontologyeagation process in this phase.
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|||] I} ag > bs — (as) I"] ': ag > bs—(as
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oA) f— T a3 > bz —(ag) az—>-bs==(p)
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N o bl BePbem(n)

Figure 1.14 — Matching process details

As shown in Figure 1.14 the matching phase carplieirs different steps. ThRetrievestep takes
as input information extracted from sources, amasgforms this knowledge in an internal ontology
matching format, an example in ([46], [49], [94bmetimes called reference model ([96], [97]).t$n i
simpler form it is a list of terms representing seics of input entities, and in other cases it loara
more complex Galois lattice representation likg5]. Subsequently thielatch step is able to execute
similarity algorithms and-ormalizesresults with a correspondent confidence value &arhematch
found. Some algorithms, like synonymy detectiom atso require external resources (e.g.: WordNet
[59] or electronic dictionaries). Thresholds andheoheuristic are used in tieune step to filter sets
of matches. Techniques for matching sources atly ranbness and the survey published in [95] is a

good reference for discover and compare them.

1.4 Conclusion

In this first Chapter we have introduced the problef leveraging the human bottleneck to the
growing necessity of more reactive knowledge mameege for enterprise applications. For this we

have presented the Semantic Web approach to kngeviegresentation which is based on ontologies.
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Among the different languages available nowadays hage suggested OWL as recommended
formalism to follow.

After the introduction of Description Logic and OWhat are necessary to the understanding of
our work, we have studied existing systems aimhmg dutomation of ontology generation. This is
motivated by two reasons. One is that the constnuctf ontologies brings a new level of complexity
that might be facilitated by automating the greattpof the generation process. Secondly the
enterprise environment already offers a huge gtyaotiformalized knowledge that cannot be ignored
and completely rewritten starting from scratch.

Throughout our analysis we have seen that for eguirements, systems adopting a framework
approach with the integration of an intermediarpaaptual model better perform the automation of
the ontology generation. Furthermore all over thalgsis we have also shown that the extraction of
ontological knowledge from XML sources is viablait®ne problem is that few systems are available
and for us this is an important lack to overcome.

Afterward we have also made a focus over the madchroblem showing that it is probably the
most notable research challenge to overcome if st ¥0 automate the process. Nevertheless already
exist numerous of on going works on this topic #egms acquiring interesting results. Consequently
we do not cover specifically this topic and we fecour research on a system that aims the
improvement of matchers furnishing them valuabferimation to perform their task better.

Least but not last in this chapter we have preseote vision on the ontology generation life cycle
that also represent our overall approach that Wefeliow in our research to achieve the automatic

generation system.
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Chapter 2.
The B2B Domain:

Approaches and Limitations

In this Chapter we introduce the domain of eledtrqarofessional exchanges and in particular the
B2B (Business to Business), which is the originattsg point of our research. We present current
approaches to professional exchanges between bkasmevith a particular focus on their current
limitations concerning data flow interchange.

Following the SOA (Service Oriented ArchitecturedaSaaS (Software as a Service) paradigms,
businesses are changing the way they collaboraté tieir partners, and consequently the
requirements of enterprise applications are alsmgimg. As we will show, among different problems
present in the B2B architecture, the automatiobusfiness messages translation is one of the issues
that can highly facilitate setting up dynamic elentc business relationships.

Currently most professional exchange integratiorenados are based on the complete
transformation of business messages at designfolmving standardization approaches. Although
this model works and businesses are able to exehamggsages electronically, the effort to produce
these standards appears too high and inadequatedi@ sporadic collaborations or for (smaller)
firms that are unable to contribute to standartbmatWe claim that Semantic Web technologies are
well suited to integrate the B2B architecture idaarto fulfil the standardization approach and ecéi
the needed flexibility.

In Section 0 we provide an overview of the domain poofessional electronic exchanges,
restrained to B2B, with a short analysis of curnerdctices, focusing on some of their weaknesses.
We evaluate possible solutions to manage a morardignenvironment. Section 2.2 summarizes the
main reasons that brought us to the decision t@eseantic Web technologies to simplify the setup of
new business collaborations, and we add some nguiregnents that specific B2B ontologies should
follow. Section 2.3 presents some relevant andadirexisting ontologies for the domain and Section

2.4 is a conclusion. One-Minute Electronic Profesal Exchanges
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When conducting a business relationship with itgness, any company, regardless of its size, seeks
to increase its operational efficiency by improvthg business processes and lowering costs. One way
of reaching this goal is to automate the businesEgsses to gain time and to reduce human
intervention, therefore errors. Of course this sggplo the operations performed both internallgifie

the company) and externally (with other partners).

Since the 1960s, an important effort has been nadey to define standard data formats so that
business partners could exchange structured bgsitada via automated means, i.e. directly between
computer-supported business applications [98]. Gweryears numerous Electronic Data Interchange
(EDI) [99] standards have been defined to enaltleraperability. However traditional EDI suffers
from barriers such as development and utilisatimst,dong standardisation processes and critiel us
mass [100]. As a result, most of the EDI implemgotes that have been successful only apply to long

term partnerships with high volume exchanges, and to involve only large companies.

UNB+UNOB:1+PARTNER
ID:2Z+0038977332:01:MFGB+001230:
0000+00000000000001++
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Figure 2.1 — Example of EDIFACT invoice in use sif89

In order to provide a better comprehension of inogdifficulties when setting up business
exchanges a new notion defined in 2004 by the uieReference Model [101] was been introduced.
In their model a business collaboration is dividet two distinct phases: theesign timephasé&®

during which business requirements of the messageaages are defined, and thm time phasé®

12 Design time covers all the necessary tasks foratiogland for setting up the execution of B2B cabiations.
This phase involves the business process speuficathe partner profile definition, the trading ripeer
contract establishment, the business document ptinneand the message exchanges integration (opimg)p
to the existing information system. Design timeoailscludes the discovery and retrieval of existinginess
data.

13 Run time covers the real execution of businessangis from beginning to their termination. (i.aisiness

processes execution, messages exchange and ds&miges discovery).
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which executes the business process through codllibg application systems. This distinction
provides a key lecture of EDI implementations: tpeyform well during run-time phase at the cost of
a much heavier design-time phase.

In the mid 1990s, the advent of Internet and ilsteel technologies has lowered connection
barriers between enterprise information systemgskySeducing the EDI set-up and operational costs,
while adding greater accessibility. In the meantithe eXtensible Markup Language (XML) [102]
has provided a simpler and more flexible formablaage that highly contributed to the reduction of
development complexity at content integration aafinition level, performed at design-time. Just as
an example Figure 2.1 shows an excerpt of an Efdstrd message that is in use since '90 (a more
recent example based on XML is shown later in theuchent, see Figure 4.1). It clearly shows how
this first business message format was meant fahmas, and difficult to read for a human. The
setup of common business data was therefore mffieuttito handle before the introduction of XML.
Finally these two elements provided a new way ahgldusiness between companies that since 2000
is commonly referred to as business-to-businesdretdc commercké.

Nevertheless it is largely recognized that the dewity when setting up a new collaboration is
still far from solved, and difficulties in definindpe necessary business data still remains. Orsemea
is that not only technologies evolve. It is alse ttase for needs and business collaborations. More
messages arise and thus new requirements comesugeeh above, ttaesign timephase needed to
set up new business collaborations includes sevaskd® that are at this time still performed
manually or in anad hoc manner, more often using UML tools or XML editomsth a limited
possibility to discover and reuse other busineds.d&herefore this process remains very long,
complicated, and somewhat arbitrary. One conseguéndhat even if we are able fhysically
connect two enterprises information systems, the iddegration problem still remains.

During the last few years more and more initiatiwadying the integration of enterprises
applications target the development and sharingoudiness data. This is the case for several
governmental institutions, standardization orgaiors, large companies or consortia that look for
efficient solutions to define and publish businesechange requirements. Such solutions are
considered fundamental to increase visibility andilability of information exchanged among
businesses.

However all these efforts fall within thdesign timephase. In order to give an idea and a measure
showing the complexity of the task, we can cite The-PME 2016 initiative. This initiative is a 3

years and 10M€ program promoted by the French govent that aims to improve SME (Small and

14 Even though in this document we tend to use B2Beawm to describe the environment of our research,
electronic message exchanges are not limited tmésses. Administrations are increasingly confrontéth
similar problems in their relationships with comjgmnor other administration departments: they nied
provide high quality services to a wide audienegegéting both private and public sectors, while rowing
their efficiency and reducing their costs. Eveneinally, companies need dynamic message exchange
solutions.

15 http://www.telecom.gouv.fr/tic-pme2010
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Medium Enterprises) profitability and competitiveseregarding the market. The approach is almost
sector strategy and involves particularly the harisation of the exchange model used by the actors
of the sector (business area). The community Isadaodel (for instance Renault, Airbus,
Carrefour,...) is connected to the other main comgminmodel, within a given service sector,
subcontractors included. With this initiative thevgrnment provides substantagsign timanput to
businesses to define requirements to electronibiange execution. This is not the first and only
initiative focusing the problem, we can also cit@oBtAero'® (International Associations for
Aerospace & Defence), EfSdElectricity sectors) and so on. We believe thathese initiatives are
representative of the complexity of the problemlof of effort is spent on providing a common
harmonized base of business data, but within atvienp Web-enabled environment, producing static
knowledge formalization could rapidly turn out te dbsolete.

For this reason we aim to analyse in this thesig s@utions that can improve dynamicity aspects

of B2B domain and support some kind of automation.

2.1.1B2B Overall Architecture

Without delving into Enterprise Applications Intagjon (EAI) [103] solutions, Figure 2.2 presents a
high level view of the main pieces of software rieggl by enterprise 1S%from the B2B business
data®® perspective. It provides the underlying IS ardhitee to operate a complete electronic
transaction, where modules are specifically defitwegroup business data with a common target.
Firstly we divide modules between tlmternal stackand external connection moduledhis
division differentiates modules between thesed world internal to the company thus normally more
controllable, and th@penone, open to others partners on which it is diffitco make ara-priori
forecast concerning adopted solutions. The org#iaizaf business data for the internal stack of a
company depends on several factors, mainly the giizéae company, its organization and the IS

software used (e.g. a complete SAP system or &apht ERPO). Since outside relationships are

16 http://www.boostaero.com

17 http://www.etso-net.org

18 According to [114], we define an IS as an appidrator enterprise system that provides the infoimmat
infrastructure for an enterprise. Typically, ancihsists of one or more applications deployed oardarprise
system. An IS provides a set of services to itsrausExample of enterprise applications are Customer
Relationship Management (CRM), Enterprise Resourceniign(ERP), sales, accounting and messaging
system.

19 We use the general term business data meaningnalfdescription at concept level of a piece obinfation
necessary to set up and operate an electronic dassicollaboration. Examples of information that triues
defined are: business process, business documessage content, message protocol, electronic servic
description, catalogue, electronic signature, trggirofile and trading agreement (an extensive rgegm of
the last two business data formalizations can badan the OASIS CPP/CPA standard specificatiord[}L1

20 Enterprise Resource Planning is a company-wide otengoftware system used to manage and coordatiate

the resources, information, and functions of aress from shared data stores.
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open to every possible technical solution, the regtleconnection system must be able to handle
different ways of conducting electronic exchanged managing new needs that might arise from a
new business collaboration. The number of existalytions covering B2B requirements is huge,

therefore we organize the architecture into fiveénmelements: message package, network protocol,
security constraints, business process managemeérdada format.

IS generally includes several applications, e.gdhiag payroll processing, inventory management,
manufacturing production control, and financial @aating. Even though the problem of data
integration can subsist in large enterprises, f@angle when updating or adding a software element
or when two enterprises merge, usually all thesenehts are integrated using ad-hoc layers for data
flow or by sharing the same data table, e.g. bygiai SAP! system. In the following we consider the
simpler case where a company has a single busgwdsgare solution that provides a unique user

interface for all applications, and we will focuslpon the external connection B2B elements.

Internal Stack —l l— External Connection Modules

Intarnal data
storage
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Figure 2.2 — Main elements of an electronic busireeschange

2.1.1.1Message Protocol

Themessage protocomodule is needed to define the package, envaltpwhich the information is
enclosed and exchanged between partners. Thef gtronyms and different standards defining this
layer is large: we can cit&pplicability Statemenfiike AS2),ebXML Messaging SystgebMS),Web
Servicesbased solutions (WS-*) aniflessage QueuéMQ) solutions. All these formats provide

message exchange error handling and reliability thes IP network. Figure 2.3 illustrates an example

21 http://www.sap.com
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of the ebMS [104] package containing business @iatathe message protocol module. The real

business message within this envelop, e.g. andrys enclosed as a payload.

2.1.1.2Network Protocol

The network protocol module defines what kind of protocol is used aswrwinication layer, like
HTTP/S, FTP, AFTP, P2P, with endpoint to accessptigsical address of partners' message-boxes

and machine services and other specific data redjbiy the adopted protocol.

Underlying Protocol Envelope (HTTP, SMTP, ...)

____ SOAP with Attachments MIME Envelope
i MIME Part ;
i ; SOAP Envelope &
i SOAP Header
eb:Messaging

eb:UserMessage i

eb:Messagelnfo

i1 [ ldentification of commu